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We are excited to present this proceeding from the 5th National Big 
Data Health Science Conference that took place during February 2-3, 
2024, in Columbia, SC. This conference once again marks a pivotal 
moment in the intersection of technology, public health, healthcare, 
and scientific innovation.
This year’s theme, “Unlocking the Power of Big Data in Health: Empower-
ing Scientific and Healthcare Communities with Data Analytics,” is appro-
priate for this time and space, considering the astronomical growth in 
data and computing technologies we have experienced in the last dec-
ade. We want to recap and highlight a few things that have happened 
since our last conference (February 11-12, 2023, Columbia, SC):

  • Words like Artificial Intelligence, ChatGPT, and Machine Learning 
have become ubiquitous for the US population [1,2],

  • Digitization of healthcare Big Data is growing rapidly,
  • The healthcare industry continues to generate “petabytes” of data 

representing about 30% of the world’s data, with significant 
increases in data volume experienced in areas like,

◦ Genomics, molecular research,
◦ Medical image mining,
◦ Population Health and much more [3,4],

  • The healthcare big data market is expected to reach $70 billion by 
2025 which would represent an almost 600% increase over 10 years 
[5],

 • Big Data analytics has enhanced Public Health at the research, sur-
veillance and intervention levels with widespread use in clinical tri-
als to predict future risk, conduct active surveillance, understand 
disease, and better target interventions [6].

The growth of healthcare data is influenced by several factors, includ-
ing increased computing power, storage size, use of electronic health 
records (EHRs), the adoption of wearable devices, and the expansion 
of telemedicine, among other factors.
The University of South Carolina (USC) BDHSC is an interdisciplinary 
enterprise that conducts cutting-edge research and discovery, offers 
professional development and academic training, and provides ser-
vice to the community and industry. The Center is comprised of five 
content cores including, Artificial Intelligence for Sensing and Diagno-
sis, Electronic Health Records, Genomics, Geospatial, and Social Media, 
as well as two functional hubs, Business/Entrepreneurship and Tech-
nology that collectively promote the utilization of Big Data Analytics 
in healthcare research, services improvement, and academic training. 
Since its establishment in 2019 through the USC Excellence Initiative, 
the BDHSC has made significant progress in enhancing collaborative 
Big Data health science research across South Carolina and beyond.
Our signature programs include this national conference and a 
national student case competition. Since the inaugural national con-
ference in 2020, today’s conference has grown in leaps and bounds,

  • The previous four conferences attracted 1,500 attendees with 284 
presenters,

  • The conference is now supported in part by the National Library of 
Medicine, NIH (R13LM014347)*,

 • This recurring national conference is now a symbol of USC’s leader-
ship and commitment to Big Data health science research.

We are poised to explore groundbreaking developments, foster col-
laboration, and pave the way for transformative advancements in Big 
Data health science research.

http://creativecommons.org/licenses/by/4.0/
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In the era of Big Data, where information flows abundantly and 
technology evolves at an unprecedented pace, our ability to harness 
data for the betterment of healthcare has never been more prom-
ising. The theme of this conference reflects our commitment to 
understanding and utilizing the immense potential that lies within 
the vast datasets at our disposal, while engaging our communities 
as partners in this process.
Throughout the two days of the 2024 conference, we had a stellar 
lineup of over 100 presenters, including keynote speakers, experts, 
and thought leaders who have shared their insights, experiences, 
and research findings. We delved into topics ranging from precision 
medicine and predictive analytics to data privacy, ethical considera-
tions, and the role of artificial intelligence in shaping the future of 
healthcare.
The 2024 conference was not merely a platform for exchanging 
ideas but a nexus for collaboration. We were proud to host speak-
ers from around the nation and the world, with notable highlights 
including:

  • Speakers and presenters from 38 universities and organizations 
from 15 states and 5 other nations (China, Italy, Japan, Nigeria, 
and South Africa).

  • Presenters included leaders and experts from 5 NIH Institutes/
Offices, SC Department of Health and Environmental Control 
(DHEC), SAS statistical software, and other government, aca-
demia, industry, and healthcare organizations.

  • NIH Leadership and Officers hosted a panel discussion on NIH’s 
priorities and interests in data science research.

 • The Conference also showcased the work by current trainees of 
three NIH funded Big Data training programs (R25 for junior 
faculty, R25 for community scholars, and T35 for predoctoral 
students) at USC.

In line with a focus on our community engagement, the conference 
hosted its second Professional and Career Development Luncheon 
for Underrepresented Students across South Carolina, an example 
of USC’s strong commitment to access and opportunity as we help 
prepare the pipeline for underrepresented future data scientists in 
healthcare.
A recent Goldman Sach’s report states that “AI is expected to grow 
increasingly pervasive as technology develops, revolutionizing sectors 
including healthcare, banking, and transportation. As a result, the work 
market will change and necessitate new positions and skills” [7].
Here are five predictions of how AI will shake healthcare in 2024 [8].

1. Generative AI will help align providers and patients for improved 
health outcomes (Armed with AI, healthcare providers will be 
better equipped to allocate more time and expertise to diagnosis 
and treatment, ultimately raising the bar for patient care and sat-
isfaction).

2. AI will reduce payer friction across the healthcare ecosystem (AI 
will enhance member experiences across plan selection, provider 
choice, healthcare financing. By minimizing friction within the 
payer ecosystem, AI is set to be a driving force behind the crea-
tion of more efficient and patient-focused healthcare systems.

3. AI copilots will help combat healthcare workforce shortage 
(COVID worsened healthcare workforce shortages). In 2024 and 
beyond, the health system will be forced to rely upon and use AI 
copilots. For example, community health workers (CHW) can 
use AI copilots to deliver home-based care. AI can automate 
patient reminders, arrange transportation, and/or analyze voice 
markers to detect potential health issues, such as depression and 
anxiety. The data collected by AI can alert the medical team to 
follow-up with patients automatically.

4. Greater demand for AI transparency. To avoid harm, transpar-
ency will be a focus for AI. Healthcare organizations will demand, 
track and understand AI models to ensure accurate decision-
making, protect patient data, and maintain full transparency and 
accountability.

5. Compliance and fiscal pressures will force greater reliance on AI 
for healthcare Administration. AI will optimize administrative 
workflows in healthcare in 2024 and beyond.

To prepare for AI in the workforce, everyone including industry, gov-
ernment and academia must work together to,

  • Champion continuous learning
  • Prioritize AI literacy
  • Cultivate creativity and innovation
  • Establish psychological safety
  • Implement flexible work models
  • Promote collaborative synergy
  • Tailor employee experiences
 • Stay at the forefront of AI trends

As the conference attendees engaged in discussions, attended work-
shops, and networked with fellow participants, many of them seized 
the opportunity to form connections that could spark the next wave of 
groundbreaking collaborations that can help us overcome these chal-
lenges. Many of the abstracts in this proceeding reflect our ability and 
ambition in pushing the boundaries of what is possible and accelerate 
the pace of discovery and innovation as we work to improve popula-
tion health in the US and globally.
We want to thank all the organizing committee members, sponsors, 
volunteers, and all those who have worked tirelessly to make this 
event a reality. Your dedication and commitment to advancing the 
field of Big Data health science are truly commendable.
In closing, let us embrace the challenges and opportunities that 
lie ahead. May this (and future) conference be a source of inspira-
tion, knowledge, and collaboration that propels us toward a future 
where the fusion of Big Data and health science transforms lives and 
reshapes the healthcare landscape as we know it. We look forward to 
seeing more participants and more abstracts at the  6th National Big 
Data Health Science Conference that will take place during February 
13-14, 2025, in Columbia, SC.
*Funding for this conference was made possible (in part) by 
R13LM014347 from the National Library of Medicine. The views 
expressed in written conference materials or publications and by 
speakers and moderators do not necessarily reflect the official policies 
of the Department of Health and Human Services; nor does mention 
by trade names, commercial practices, or organizations imply endorse-
ment by the U.S. Government.
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Introduction: In the ever-evolving landscape of data-driven decision-
making, data science has become a staple across industries. Recogniz-
ing the importance of practical experience in this field, data science 
case competitions can serve as invaluable platforms for undergraduate 
and graduate students to cultivate their analytical acumen, problem-
solving abilities, and teamwork skills to tackle real-world challenges 
[1] applied to healthcare. Furthermore, case competitions represent 
a dynamic pedagogical approach [2] that transcends traditional class-
room boundaries, providing students with a platform to apply a team 
science [3,4] approach to real-world problems.
Exploring the Benefits of Data Science Case Competitions in 
Healthcare
The astronomical growth of different kinds and modes of healthcare 
data requires data scientists to possess the necessary competen-
cies to analyze and extract relevant insights and intelligences from 
multimodal healthcare data. Proficiency in data science is becom-
ing increasingly important in today’s digital health economy. In this 
regard, case competitions offer myriad benefits to students. This paper 
examines the benefits of data science case competitions applied to 
healthcare for undergraduate and graduate students, elucidating how 
these experiential learning opportunities empower students to thrive 
in the healthcare data-driven landscape.
Enhanced Learning Experience: Participation in data science case com-
petitions offers students a hands-on learning experience that comple-
ments and enriches their academic training. This experiential learning 
approach fosters a deeper understanding of theoretical concepts as 
students witness firsthand the impact of data-driven decision-making 
applied to healthcare.
Development of Critical Thinking and Analytical Skills: Case Competitions 
demand critical thinking and creativity to solve multifaceted problems 
within constraints, fostering analytical skills and resilience in uncertain 
environments.
Practical Application of Classroom Knowledge: Data science case com-
petitions allow students to apply theoretical concepts learned in the 
classroom to real-world scenarios. By tackling complex, real-life prob-
lems, students develop a deeper understanding of analysis, analytical 
techniques, statistical methodologies, and problem-solving strategies. 
This hands-on experience reinforces classroom learning and enhances 
students’ ability to translate theory into practice.
Innovation and Creativity: Participants are challenged to devise novel 
approaches, explore unconventional methodologies, and push the 
boundaries of traditional data analysis techniques. This fosters a cul-
ture of innovation and a mindset of continuous learning and adap-
tation—a skill set highly valued in today’s rapidly evolving digital 
landscape.
Professional Development: Participation hones project management, 
time management, teamwork, and presentation skills, building confi-
dence and a competitive edge for the workforce as they work towards 
analyzing data, formulating insights, and presenting their findings to 
judges.

Networking Opportunities: Data science case competitions provide a 
platform for students to network with industry professionals, academ-
ics, and fellow participants. Interacting with judges exposes students 
to valuable mentorship from seasoned professionals in the field.
Use Case: The 2024 Big Data Health Science Case Competition
The Big Data Health Science (BDHS) Case Competition [5] has been 
hosted by the University of South Carolina Big Data Health Science 
Center (BDHSC) since 2020. It occurred before the BDHSC’s other sig-
nature event, the National Annual Big Data Health Science Confer-
ence [6]. Undergraduate and graduate students from US colleges 
and universities are eligible to compete in the national BDHS Student 
Case Competition. The BDHS Case Competition aims to give enthusi-
astic teams of graduate and undergraduate students the chance to 
use their analytical skills to tackle a significant healthcare problem 
using large datasets. As exemplified by the participant testimonials 
and feedback during the competition, the BDHS Case Competition is 
a strong use case for realizing the benefits described above. The case 
competition has attracted 124 teams, including 369 students, from 41 
US universities and 1 Chinese university since it launched five years 
ago. The overall number of students who participated in the BDHS 
case competition and the number of competing teams and institu-
tions, are shown in Table 1. Figure 1 shows the percentage distribution 
of participating students by degree.
Conclusion: In summary, data science case competitions applied to 
healthcare represent a transformative educational experience that 
empowers undergraduate and graduate students to excel in the data-
driven economy. By bridging the gap between theory and practice, 
fostering collaboration, a team science approach, and preparing stu-
dents as the future workforce and scientists, these competitions serve 
as a cornerstone of experiential learning in the application of data 
science to healthcare. This approach could help reduce workforce 
shortages in data science applied to healthcare by incentivizing non-
healthcare majors to consider healthcare as a career.
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Table 1 (Abstract O1) Competing teams in the annual BDHS case com-
petition, 2020 – 2024

Year The Number of

Participating 
Institutions

Teams Students

2020 8 19 56

2021 14 22 64

2022 10 16 48

2023 15 37 111

2024 17 30 90
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Fig. 1 (Abstract O1) The distribution of participants’ degrees
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Study Objectives: Pedestrian and bicyclist crashes are of great con-
cern in the Southeast U.S., especially within disadvantaged neigh-
borhoods with poor infrastructure. Little research has evaluated how 
characteristics of the built environment are associated with active 
transportation safety, or how this association may differ by neighbor-
hood disadvantage. This study examined the relationship between 
neighborhood walkability and pedestrian and bicyclist crashes, includ-
ing variations by social vulnerability across census tracts in South Car-
olina (SC).
Methods: Four key variables were collected for each census tract 
in SC (N=1,103): walkability, pedestrian crashes, bicyclist crashes, 
and social vulnerability (SV). The EPA’s National Walkability Index 
(NWI) scores block groups from 1-20 (low to high walkability) and 
includes key indicators for intersection density, proximity to transit, 
and land-use diversity; scores were averaged across block groups 
to determine walkability per tract. Pedestrian (N=10,689) and bicy-
clist (N=4,802) crash count and severity were obtained from SCDOT 
[2011-2021], summed per tract, and adjusted for average trips per 
day. SV, the degree of susceptibility of a community to hazards, 
was measured by the CDC SV Index (SVI); a higher percentile rank 
indicates greater SV. Stepwise linear regressions were conducted 
to determine the relationship between pedestrian and bicyclist 
crashes and neighborhood walkability, including interactions 
between NWI and SVI.
Results: Across all SC census tracts, there was a significant, nega-
tive relationship between neighborhood walkability and pedes-
trian crash count and severity per trip (B=-0.005, SE=0.001; 
B=-1.011, SE=0.192), and for bicyclist crash count and severity per 
trip (B=-0.019, SE=0.003; B=-2.681, SE=0.489). Significant interac-
tions between NWI and SVI occurred, demonstrating that crashes 
vary significantly by social vulnerability.
Discussion: As neighborhood walkability worsened, pedestrian 
and bicyclist crash count and severity increased, with even stronger 
relationships among census tracts with greater SV. These find-
ings help identify neighborhoods in SC in need of infrastructure 
improvements to address active transportation safety and create 
equitable environments for all; thereby, facilitating greater physical 
activity and reducing chronic diseases.
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Background: With the emergence of mHealth and health information 
technology, engineers and clinicians have come together to capital-
ize on the possibilities that mobile devices, electronic health records 
(EHRs) and other information and communications technologies (ICTs) 
bring to any decision-making context [1]. ICTs have demonstrated 
beneficial use cases as tools and resources to facilitate communica-
tion, creation, dissemination, storage and management of clinical 
data. Given the disheartening statistics about adverse events in black 
women’s childbirth experiences, however, the success of ICTs should 
be brought to bear and not be exclusionary of Black mothers’ knowl-
edge of their bodies, care treatment via midwifery and doulas [2] and 
more community-based care pre-, during and post-pregnancy.
Materials and Methods: There continues to be a dearth of studies 
of Black women’s preferences regarding labor and delivery and birth 
outcomes. The pregnancy-related mortality ratios for Black women is 
39.9 deaths per 100,000 live births among non-Hispanic Black women 
and compares to 14.1, 12.8 and 11.6 for non-Hispanic White, Asian and 
Hispanic mothers, respectively [3]. Recent works published in American 
Public Health Association Press [4] captures the complexities associated 
with Black women’s reproductive health and examines more holistic 
approaches, including the use of midwifery and doulas, to provide 
more equity in birthing experiences.
We will build a corpus of academic literature to identify Black women’s 
maternal birthing health and use natural language processing meth-
ods to uncover themes. We will triangulate these findings via focus 
groups with clinicians, doulas, midwives and potentially Black mothers 
to determine the gaps in birthing experience.
Results: Our work is in-progress. We will be prepared to report on the 
results from the data corpus as we triangulate with those noted above. 
We, however, hypothesize that small data [5, 6] relative to the birthing 
experience, culturally-centered birthing alternatives, and alternative 
modes of delivery can critically improve EHRs and health portals [7], if 
they are to alter the experiences of Black women pre-post-and during 
the process [8].
Conclusions: We offer that the over-reliance on big data fails to cap-
ture the expertise and nuisances of Black women’s birthing experi-
ences while heightening biases in care delivery [5]. EHRs should 
re-innovate to account for the ingenuity of community-based experts, 
such as doulas, to enable improved medical outcomes and amplify the 
advocacy of Black maternal care [7]. This work is critical given the need 
for health policy to address these dire outcomes which are often inde-
pendent of socio-economic class, education levels and even residen-
tial zip codes.
This abstract was selected as the Best Oral Presentation in the Electronic 
Health Records Core Breakout Session 1
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Issues: Nurses spend 35%+ of their time entering data into electronic 
health records (EHRs); yet most do not know how to leverage EHR data 
to advance nursing knowledge, improve care, or demonstrate nurs-
ing’s cost value. While national professional organizations have called 
for informatics competencies in nursing education for 10+ years (e.g., 
2021 AACN Essentials), most academic programs have not successfully 
implemented such curricula. While a comprehensive dataset is an 
essential tool to teach data science, the cost, complexity, accessibil-
ity of such big data sets—as well as faculty time/knowledge—remain 
prevalent barriers.
Project: Project  NeLLTM is a suite of applications for teaching and 
learning nursing data science and its diverse applications in infor-
matics. Designed by nurses for nurses, it systematically addresses the 
long-standing barriers mentioned above. NeLL contains healthcare 
data from the Emory healthcare system, one of the largest healthcare 
systems in Georgia. NeLL includes many component such as a search-
able big database for students to explore/download big data, a user 
friendly front end, an e-learning course introducing data science for 
nursing students, a proprietary data dictionary, some basic data visu-
alization tools, custom-made curricula for various levels of nursing stu-
dents, fun animated videos covering a range of topics. The database 
includes 32T+ deidentified data points representing 1M+ patients 
across care settings. NeLL resources help faculty to teach data science, 
even if they are new to the subject themselves. Currently nursing stu-
dents at Emory University, GA and Rutgers University, NJ use NeLL in 
their informatics courses to expand their healthcare data knowledge.
Lessons Learned: Developing a suite of applications to kick start data 
science and informatics education in an academic institution requires 
plenty of time and financial resources. Massive data dictionaries from 
various divisions of the healthcare system were analyzed in detail to 
extract relevant fields for educational purposes using focus groups 
from practicing nurses, nursing students, faculty as well as research-
ers. Catering to a population with limited exposure to data required 
innovative ideas to make the query process simple without losing the 
complexity of real healthcare data. Cutting edge technology was used 
for safe storage and quick retrieval. All structured data as well as clini-
cal notes were deidentified to avoid complications with IRB clearance 
to use healthcare data. On the whole, working with various groups 
of nursing students has been a very rewarding experience. We look 
forward to many more years of educating nursing students with real 
healthcare data.
This abstract was selected as the Best Oral Presentation in the Electronic 
Health Records Core Breakout Session 2
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Study Objectives: Soil-transmitted helminths (STHs), a group of 
human parasitic nematodes, affect up to one third of the global 
population, persisting primarily among impoverished populations in 
low-resource settings [1,2]. Strongyloides stercoralis, a species of STH, 
is known to persist throughout the rural, impoverished southeastern 
United States, including South Carolina, but high-quality prevalence 
data is lacking due to absence of ongoing surveillance [2–4]. This pro-
ject aimed to (1) elucidate the estimated current prevalence of human 
Strongyloides infections, and (2) assess clinical epidemiologic risk fac-
tors associated with Strongyloides infections, among residents of South 
Carolina.
Methods: Two complementary approaches were employed to elu-
cidate the prevalence of human Strongyloides infections in South 
Carolina. First, to estimate prevalence, active surveillance was per-
formed using Strongyloides serology testing via strategic sampling of 
a subset of banked serum samples from the ALL-IN COVID-19 study. 
Demographic, socioeconomic, and exposure data were collated 
for those from questionnaires for those ALL-IN study participants. 
Second, passive surveillance was conducted via electronic health 
records query at Prisma Health system for Strongyloides cases over 
the time period 8/16/17-8/15/22. Demographic, socioeconomic, 
risk factor, and health outcomes data were collected for all posi-
tive cases and two matched negative controls. For both, participant 
characteristics were compared between seropositive and seronega-
tive groups, using ANOVA and Fisher’s exact statistics. Lastly, geo-
spatial statistics and were employed to create an infectious disease 
forecast model for public health intervention.
Results: Over the course of the study, we tested a total of 1,458 
serum samples for serological evidence of Strongyloides, of which 78 
(5.35%) were positive. 48 (61.5%) of the positives were female and 
30 (38.5%) were male. Age distribution of seropositive participants 
showed a bimodal distribution, with highest seropositivity in the 
>64yo age group, followed by the 55-64yo group and the 18-24yo 
group. Counties with greatest proportions of seropositivity included 
Chesterfield and Florence, but Spartanburg, Allendale, Hampton, 
Colleton, Orangeburg, York, and Union counties also had signifi-
cant positivity. Review of electronic health records at Prisma Health 
revealed a total of 26 patients diagnosed with Strongyloides, of which 
20 (76.9%) had significant international travel documented and 7 
(26.9%) had refugee status documents; 6 (23.1%) had no travel his-
tory documented. For both, statistical analysis of demographic, soci-
oeconomic, and exposure factors, as well as geospatial analysis, are 
pending and will be completed by January 31, 2024.
Discussion: In this study, we found a small but non-negligible 
prevalence of Strongyloides among residents of South Carolina, 
among both those with international travel and those without, with 
full analysis still pending. In light of this, Strongyloides and perhaps 
other STHs may be more prevalent in South Carolina than previously 
expected. Given most clinicians are unaware of this disease—let 
alone how to test or treat for it—Strongyloides could be an unad-
dressed threat to public health in the state. Further study will be 
needed to better characterize the burden and geospatial distribu-
tion of Strongyloides in South Carolina, which may inform targeted 
public health interventions in the future.
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Issues: Kaduna State, with 2 million women of reproductive age, imple-
ments multiple donor-supported Reproductive Maternal Neonatal Child 
Adolescent Health Plus Nutrition (RMNCAH+N) interventions across 
its 23 Local Government Areas (LGA). This multiplicity of interventions 
posed a challenge for data collection, reporting, and easy visualiza-
tion of key RMNCAH+N indicators through the official national District 
Health Information System (DHIS) platform necessary for process moni-
toring of key performance indicators (KPI) as critical data elements were 
often not available on the DHIS instance. Non-accessibility for rapid 
update by the state resulted to the use of multiple excel spreadsheets 
by health officials and other stakeholders leading to fragmented tabu-
lar data presentation, the tedious process of analysis, and minimal data 
visualization for trend analysis (Figure 1). To mitigate these challenges, 
Technical Advice Connect, with funding from Bill and Melinda Gates 
Foundation, supported Centre for Integrated Health Programs to pro-
vide technical assistance to the Kaduna State government to create a 
dashboard to centralize, and visualize data for well informed decision on 
RMNCAH+N performance as part of interventions to scale up uptake of 
RMNCAH+N interventions through the Group Antenatal Care model.
Description of the Project: Through a consultative process with 
RMNCAH+N technical working groups, the data needs for a dashboard 
creation were identified and reviewed in line with KPI. An electronic dash-
board was designed to visualize and share routine service data on the 
state RMNCAH+N at the facility, LGA, and state levels. The development 
of the electronic dashboard commenced in January 2021 using Tableau 
Embedded Analytics integrated into a web portal with controlled access 
at varying user’s levels and was completed over a period of 45 days.
The dashboard identified over 250 indicators, using available data 
from 2017-2021, at state, LGA, ward, facility levels, and visualizes dis-
aggregation on age, gender, and mode of intervention using an easily 
navigated filter. The dashboard was linked to DHIS2 via an Application 
Programming Interface (API) and had data analytics on RMNCAH+N 
program areas displayed as storyboards on one screen.
The design, development, and testing stages passed through three 
iterative review meetings involving key government health agencies 
with demonstration of the dashboard leading to its final publication 
in April 2022. To enhance sustainability, selected state officials skillful 
in information technology were trained in administration of the dash-
board and to provide users with any needed support.

Lessons Learned: Post-RMNCAH+N dashboard implementation in April 
2022, at least 250 plus indicators were reported successfully from all compo-
nents of the RMNCAH+N interventions respectively. Access was provided 
to 27 state officials who were trained on its use. The dashboard was useful 
for near real-time review and automated analysis of data for improved pro-
gram decision making, tracking, and monitoring of RMNCAH+N outcomes 
such as family planning uptake, hospital delivery by pregnant women, and 
immunization uptake. This has potential to significantly improve monitor-
ing of the MNCH interventions by state officials and process ownership for 
overall improvement of maternal outcomes (Figure 2).
Conclusion: The RMNCAH+N dashboard was a successful digital 
intervention which has increased the visibility of and accessibility 
to data critical for improving decision-making among stakeholders 
responsible for the health of populations.

Fig. 1 (Abstract O6) G-ANC monitoring using a manual excel, limiting 
stakeholders’ effective access to program performance

Fig. 2 (Abstract O6) G-ANC monitoring using automated dash-
board, aiding real-time access to stakeholders with access control to 
dashboards
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Objectives: Little research about neighborhood disadvantage and 
pedestrian and bicyclist crashes has controlled for rates of active trans-
portation, examined this relationship in the Southeastern US where 
active crashes and health disparities are egregious, or employed a 
comprehensive metric of multiple sociodemographic indicators. This 
study addresses these gaps by examining inequities in relative rates of 
pedestrian and bicyclist crashes according to level of social vulnerabil-
ity (SV) across South Carolina (SC).
Methods: SV data and its four dimensions (socioeconomic status, 
household characteristics, racial/ethnic minority status, housing type 
and transportation), as measured by the CDC SV index, were com-
piled for all census tracts (n=1,103) within SC. Data for all crashes 
between 2011-2021 involving a pedestrian (n=10,688) and/or bicyclist 
(n=4,802) were obtained from the SC Department of Transportation 
and geocoded to the respective tract. Total average pedestrian and 
bicyclist crash severity (Equivalent Property Damage Only) were also 
calculated for each tract. Both crash frequency and severity scores 
were adjusted using the annual average number of walking and bicy-
cling trips in the tract based on Streetlight data. Mixed model linear 
regression analyzed relationships between overall SV and its four 
dimensions and four crash measures – pedestrian crash frequency, 
bicyclist crash frequency, pedestrian crash severity, bicyclist crash 
severity. Stratified analyses were conducted for urban and rural tracts.
Results: Overall SV was positively and significantly associated with 
all four crash outcomes in urban, but not rural, areas: pedestrian 
crashes per trip (B=0.048,SE=0.012), pedestrian crash severity per trip 
(B=9.018,SE=2.516), bicyclist crashes per trip (B=0.093,SE=0.029), 
and bicyclist crash severity per trip (B=16.370,SE=5.482). Similar 
results were observed for the socioeconomic status and household 
composition and disability dimensions of SV.
Discussion: In urban areas, greater SV is associated with more severe 
pedestrian and cyclist crash outcomes. Targeted policy, programmatic, 
and infrastructure interventions are needed to improve active trans-
portation safety and public health.
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Background: This study focuses on addressing the impact of library 
size variation on T cell receptor (TCR) diversity analysis, specifically 
evaluating the commonly used “overall rarefying” method. Library 
sizes, representing the total number of reads in sequencing experi-
ments, can significantly differ across samples, complicating the accu-
rate estimation and comparison of alpha diversities. While the “overall 
rarefying” approach is widely applied to address this issue, its effective-
ness has not been rigorously assessed.
Methods: The research conducted simulations and analyzed real TCR 
data from 666 healthy bone marrow donors with known cytomegalo-
virus (CMV) serostatus. Systematic differences were observed in TCR 
sequence total reads between samples from patients testing positive 
and negative for CMV serostatus. The real TCR data revealed system-
atic differences in TCR sequence total reads between samples from 
patients testing CMV serostatus positive and negative. In response to 
this issue, we proposed an innovative and robust rarefaction approach 
to effectively control the confounding effect of library size on alpha 
diversities.
Results: Results from extensive simulations, utilizing both simulated 
data and real-world CMV data, demonstrated the inadequacy of the 
“overall rarefying” method in controlling the confounding effect of 

library size. In contrast, the proposed rarefaction approach exhibited 
superior performance by achieving better-controlled type-I error rates 
and enhanced statistical power in association tests. The method out-
performed other normalization strategies and significantly reduced 
the loss of samples and sample sequence reads, particularly for sam-
ples with larger sequence total reads.
Conclusion: In conclusion, the study highlights the limitations of 
the “overall rarefying” method in addressing library size variation and 
introduces a novel rarefaction approach as a more effective solution 
for TCR diversity analysis. The proposed method demonstrates supe-
rior statistical power and provides a valuable tool for researchers in the 
field.
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Issues: The increasing availability of data from electronic health 
records (EHR) has been touted as the harbinger of a new era of public 
health surveillance, one that is more cost-effective, timely, and sustain-
able. Pediatric diabetes mellitus inherently lends itself to EHR-based 
research because, particularly for type 1 diabetes, the condition is 
associated with acute complications that require medical treatment 
soon after onset. After 20 years of conducting traditional active pedi-
atric diabetes surveillance in the state of South Carolina (SC), a new 
pediatric surveillance effort was initiated in SC, relying exclusively on 
EHR data.
Project: A protocol was developed to determine prevalence of pedi-
atric diabetes using EHR-based surveillance, which governed data 
extraction, transformation into a national common data model (CDM), 
transmission, and analyses. Ascertainment of cases of pediatric dia-
betes mellitus was predicated on the presence of specific ICD-codes 
in inpatient and outpatient encounters throughout qualifying health 
care sites statewide regardless of payer. Other data used to define the 
phenotype included diabetes-relevant diagnostic tests (and associ-
ated values, e.g., glucose and HbA1c) and medications. Here, we aim 
to describe the process-related experience and lessons learned.
Lessons Learned: The SC data ascertainment network included pro-
viders and institutions previously engaged in the SEARCH for Diabe-
tes Study, including all pediatric endocrinology practices and all major 
hospital systems in the state. Of the 10 proposed institutions, only one 
held data coded to the national PCORnet CDM, which resulted in sig-
nificant efforts to harmonize the ascertained data. The time between 
request of data to receipt ranged from two to six months and initially 
received data generally had to be updated. Unfortunately, several 
institutions declined participation in the EHR-based project, citing 
lack of data management resources and lack of personnel trained in 
the protection of human subject in research. Transition of one large 
institution’s EHR to a different EHR vendor created unforeseen access 
barriers and ultimately prevented access to legacy data prior to the 
transition.
Experience to date suggests that relying exclusively on EHR data, i.e., 
data collected for medical documentation and billing codes, for the 
surveillance of pediatric diabetes in SC comes with several challenges. 
The lack of adoption of one CDM by all major health care systems in 
SC or the availability of a statewide EHR data warehouse that includes 
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all encounter types regardless of payer, is a hurdle for EHR-based 
research in SC may well result in a shortfall in future nationally funded 
developments.
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Study Objective: Lesbian, gay, bisexual, transgender, queer, and 
other sexual and gender minority (LGBTQ+) adults experience greater 
health disparities compared to non-LGBTQ+ adults (1, 2). There are 
20 million LGBTQ+ adults in the United States(3) and of those 1.4 mil-
lion transgender adults (2). LGBTQ+ adults are more likely to show 
elevated rates of poor general health, mental distress, and higher like-
lihood of disability. More than 80% of older LGBTQ+ adults have expe-
rienced discrimination or victimization at least once because of their 
perceived sexual orientation or gender identity (SOGI). Experiences of 
discrimination and victimization are linked with difficulties in access-
ing healthcare and poor health outcomes. As a result, an increased 
interest in improving the clinical care of LGBTQ+ populations have 
emerged in recent years. A significant barrier in this field is the lack of 
data identifying these individuals. This is further complicated by the 
potential to utilize this information to stigmatize and cause harm to 
this vulnerable group. Consequently, the purpose of this study was 
to assess the availability of data on LGBTQ+ adults in South Carolina 
using the South Carolina Integrated Data Warehouse (SCIDW).
Methods: We conducted a sequential mixed methods study to exam-
ine SOGI data availability. Key informant interviews were used to 
gauge potential availability and sources of SOGI data in the South Car-
olina Integrated Data Warehouse. With this information, we conducted 
descriptive data analysis of 2000 to 2022 data for adults (18 and older) 
with specific transgender ICD-9 or ICD-10 codes from the sources des-
ignated in the interviews.
Results: The data available in the SCIDW does not include SOGI 
data from the state agencies and organizations who are members of 
the warehouse. The transgender adult population can be explored 
through specific ICD-9, ICD-10, and DSM-5 codes. Record counts and 
unique individuals identified were computed from each data source in 
the SCIDW.
Discussion: While it cannot be ruled out that the state agencies and 
organizations that are members of the SCIDW may be individually col-
lecting SOGI data, we were only able to confirm limited data from spe-
cific sources. The lack of access to SOGI data (if it is collected) can lead 
to biases in findings when studying disparities and resource needs of 
the LGBTQ+ citizens of South Carolina.
The South Carolina Integrated Data Warehouse is robust and is inte-
gral in understanding disparities and resource needs throughout 
South Carolina. We recommend developing safe, protective methods 
of providing the option to request SOGI data if it is collected. If state 
organizations and agencies are not collecting SOGI data, we recom-
mend mandating collection. Without complete SOGI data, policy mak-
ers, researchers, community organizations, and others who use the 
SCIDW will not fully understand the unique needs of LGBTQ+ citizens 
of South Carolina. There will be a gap in the development of tailored 

interventions and programs to reduce health disparities among these 
populations.
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Introduction: Patient safety and outcomes following ostomy surgery 
depend on multiple factors, including access to certified ostomy care 
nurses (COCN) [1,2]. However, there are few COCNs working in com-
munity care (<10%) or rural (<2%) settings [5,6]. Nurse-patient inter-
actions (NPI) are documented in electronic health records (EHRs) as 
nursing care notes, which have a high level of helpful risk factor infor-
mation and complexity in system and factor extraction in data analy-
sis. This makes EHRs a pivotal resource for evidence-based practice 
[7,8].
Moreover, data in EHRs are structured into flowsheets (coded data) 
or free-text inputs (non-coded data), which require different digital 
tools to extract. Resources such as Knowledge Discovery in Databases 
(KDD) and the NIH Unified Medical Language System Metathesaurus 
(UMLSM) are valuable tools for identifying patterns and terminology 
in various platforms [3,4,9,10]. Machine learning techniques using NIH 
resources [10] such as the UMLSM through KDD approaches applied to 
EHRs can provide tools for analyzing NPIs and aid the development of 
a taxonomy for ostomy nursing care.
Purpose: To identify and apply machine learning natural language 
processing (NLP) methodologies for developing a taxonomy of ostomy 
nursing care from EHR data.
Methods: This IRB-approved retrospective study involved a cohort 
of n=14 patients with CPT codes for ileostomy or colostomy. Data 
extracted from EHRs included coded data (demographics, medical his-
tory, outcomes) and non-coded data (nurse credentials, unstructured 
nursing care notes within 120 days of ostomy surgery). Trained medi-
cal professionals manually extracted text from nursing care notes, 
identified ostomy-specific patient safety events, and categorized the 
types of ostomy nursing care provided by registered nurses (RN) and 
COCNs.
Usage frequency and term frequency-inverse document frequency 
(TFIDF) of independent words were defined as the number of times a 
word was included among the separate words in the notes. The UMLS 
databases were used to identify alternative names and applications. 
NLP classification was used to identify and categorize data. Tokeniza-
tion and lemmatization were used to extract key terms from the EHR 
non-coded data. Word mapping was also used to understand poten-
tial semantic and syntactic relationships.
Results: In this preliminary analysis, a total of 513 NPIs were analyzed. 
Approximately 55% of the interactions were from RNs and 45% from 
COCNs, with variation in the word frequency between RN and COCN 
notes (Figure 1). Based on word frequency, 12 high-frequency headers 
and 10 TFIDF headers were identified based on their co-occurrences 
within text and usage frequencies. (Figure 2)
Conclusions: This study supports machine learning EHR analysis 
to identify different languages nurses use in ostomy care. Based on 
the preliminary results, NLP applications can be used to identify lan-
guage differences between RNs and COCNs. Keywords, key terms, 
and primary words can be placed through NLP applications such 
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as high-frequency and TF-IDF. (Figure  1, Figure  2). The future work 
for this project aims to define, map, and weigh terms applicable to 
ostomy nursing care through machine learning methodologies for 
determining a helpful taxonomy in ostomy care.
This abstract was selected as the Best Oral Presentation in the AI for Sensing 
and Diagnosis Core Breakout Session
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Fig. 1 (Abstract O11) The usage of words identified through tokeniza-
tion and term frequency indicating how frequently specific terms are 
employed with RNs’ and COCNs’ clinical text

Fig. 2 (Abstract O11) Tables showcasing semantic clusters, identified through 
grouping high-frequency terms (Table 8) and term frequency-inverse document 
frequency (Table 9) based on their co-occurrence within the clinical text. The 
highest frequency words identified between both RN and COCN are highlighted
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Study Objectives: This research focuses on creating a high-resolution 
dynamic population map, a fundamental dataset for socio-economic 
analysis and research, such as hazard exposure estimation [1], and infec-
tious disease transmission [2,3]. In the United States, the Census Bureau 
provides static population estimates, with the most detailed level being 
the neighborhood (block group) level. Each year, the LandScan [4] data-
set offers gridded population maps that include daytime and nighttime 
estimates at approximately 90-meter resolution. However, few population 
maps provide high temporal resolution, like daily or hourly, to facilitate 
fine-scale and dynamic analyses, such as estimating air pollution expo-
sure in urban areas during weekdays. In this study, we propose a method 
using smartphone-based human mobility data (Advan Patterns) to recon-
struct the hourly population for each neighborhood across the U.S. This 
is one of the first hourly population maps, contributing to various studies 
that involve dynamic populations at precise spatiotemporal scales.
Methods: We collected the human mobility dataset, Neighborhood Pat-
terns, from Advan (advanresearch.com). This dataset is derived from smart 
device location data, containing the tracked device counts from home Cen-
sus block groups (CBG) to other CBGs each month and the hourly device 
stop counts in each CBG. This study adopted iterative proportional fitting 
(IPF) to restore the hourly inbound and outbound flows for each CBG. Then, 
we computed the hourly CBG population according to the Census annual 
population. The study area is the United States, and the period is June 2023.
Preliminary Results: The preliminary results consist of the hourly popula-
tion for each CBG. Compared with the LandScan daytime grided popula-
tion, the difference is about 20% at the aggregated county level. For the 
New York County (Manhattan area), the daytime population from LandS-
can is 3.40 million, and the hourly population at weekday noon from our 
results is close (Figure 1, 2.66 million,79.2%), although without consider-
ing travelers to the city due to data limitations. The night population is 
about 2 million, aligning with the previous study [5]. At the CBG level, our 
result has a difference of about 80% compared to LandScan data.
Discussion: The hourly neighborhood population data is formative to 
public health studies involving rapid environmental changes, such as air 
pollution exposure and traffic simulation to healthcare facilities. We advo-
cate comprehensive public health studies using dynamic population. It is 
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worth noting the limitations of this study: 1) Multiple assumptions were 
adopted but are not necessarily true in reality, such as that the visitor’s 
home CBG distribution in each hour is the same as the monthly distribu-
tion. 2) The updated and reliable observation for the dynamic population is 
limited to comprehensively validate our hourly population estimates.
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Fig. 1 Abstract O12 New York County (Manhattan area) hourly population 
on Monday, June 12, 2023
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Introduction: Artificial intelligence (AI) is a transformative force that 
is reshaping a wide range of industries through improvements in 
efficiency, decision-making, customer interactions, and overall com-
petitiveness. All facets of contemporary life, including entertainment, 
business, and healthcare, are being impacted by big data and machine 
learning [1]. Global aging, rising chronic diseases, and health chal-
lenges have elevated the demand for medical care, leading to longer 
patient waiting times resulting in an urgent need for more healthcare 
professionals. AI such as clinical decision support systems can improve 
the uniformity and efficiency of healthcare delivery while lowering 
medical errors [2]. According to a keyword analysis, AI can help doc-
tors diagnose patients, forecast how diseases will spread, and custom-
ize treatment plans [3]. This study aims to show how machine learning 
and deep learning can create a diagnostic and prescription recom-
mender system to help healthcare professionals deliver more efficient 
services to patients.
Objectives

  • Develop an AI-based diagnostic system
  • Integrate electronic health record
 • Validate and assess accuracy of the system.

Methodology

  • Obtain representative and varied datasets to test and train the AI 
system. Incorporate patient demographics, past diagnoses, treat-
ment results, electronic health records, and other pertinent clinical 
data as can be seen in Table 1.

 • Using the prepared datasets, create and train a Random Forest 
Classifier model, optimizing for precision, sensitivity, and specificity.

Results: Approximately 88% of medicine predictive prescription accu-
racy was achieved with the model. A dataset of 287 rows was used 
with an 80-20 train-test split. The accuracy is expected to increase with 
a bigger dataset. The efficiency of healthcare delivery is also expected 
to improve with the integration of such AI systems into clinical work-
flows. This could show up as quicker prescription decisions, quicker 
diagnosis turnaround times, and more efficient use of available health-
care resources.
Conclusion: There is great potential for enhancing the delivery of 
healthcare using AI in the medical field, particularly through the crea-
tion and application of a diagnostic and prescription recommender 
system. The integration of artificial intelligence with healthcare deliv-
ery holds significant potential to transform the sector by providing 
enhanced patient outcomes, and improved diagnostic accuracy.
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Table 1 (Abstract O13) Sample electronic health record for training the 
AI model

Name DateOfBirth Gender Symptoms Causes Disease Medicine

John Doe 05-15-1980 Male Fever, 
Cough

Viral  
infection

Common 
Cold

Ibuprofen, Rest

Jane Smith 08/10/1992 Female Headache, 
fatigue

Stress Migraine Sumatriptan
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Issues: Currently, there is no centralized place where key population 
(KP) HIV surveillance and programming data are gathered and stored 
in Sub Saharan Africa. Data on KPs are being collected on a smaller 
scale by numerous stakeholders; there exists an opportunity to harness 
different data sources. The Boloka data repository, a digital data plat-
form, is being developed as a centralized mechanism for data storage 
and subsequent analyses to improve our understanding of HIV among 
KPs as well as monitor program targets. This centralized and standard-
ized database will assist in evaluating progress towards South Africa’s 
“National Strategic Plan for HIV, sexually transmitted infections, and 
tuberculosis (2023–2028)” which seeks to reduce new HIV infections, 
increase ART uptake, and minimize HIV-related deaths by 2030.
Project: This paper describes how data storage, management, and har-
monization (Stages 3 and 4) for the Boloka Project have unfolded to date 
(See Figure 1). The data have been placed in a restricted and access-con-
trolled staging area. REDCap is being used for data harmonization to ena-
ble provision of much needed timely information at a level and scale that 
will improve understanding of HIV heterogeneities. Data is pre-processed 
and converted into a standardized format to create a structured, but flex-
ible and updatable data repository. This includes data cleaning, transfor-
mation, and integration to make the data complete for analysis. Various 
options are being explored for storing data of different types and sizes. 
To this end we have developed the Boloka Harmonisation Tool, which 
guides the data harmonization process.
Lessons Learned: It is important to predetermine the data stor-
age capacity and versatility at the commencement of the pro-
ject. There are nuances to be considered in the harmonization 
of data. Once such hurdles are addressed the potential for high 
level integrated analysis is formidable. Metadata quality control 
is needed as well as how to integrate in with the harnessed data. 
Data harmonization tools need to have essential features such as 
metadata control, data traceability and security. There is a need 
for training to address gaps in data storage, management and 
harmonisation.

Fig. 1 (Abstract O14) Five stages of the Boloka data repository
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Background: Climate change is leading to increased drought and ele-
vated temperatures, which are in turn causing more wildfires and wild-
fire smoke [1,2]. Research on mental health and wildfires is very limited 
[3], though there is some evidence that chronic exposure to fine par-
ticulate matter  (PM2.5) may be a physiological driver of mental illness 
[4]. We evaluate the impact of wildfire exposure on mental health.
Methods: We combine high-resolution NASA satellite geodata on fire 
points with wildfire-driven  PM2.5 concentrations [5] to precisely assess 
areas of exposure. From NielsenIQ we obtain individual-level data on self-
reported ailments, including depression/anxiety, for a nationally repre-
sentative panel (~50,000 respondents). We link two wildfire data sets to 
the NielsenIQ data by zip code to obtain an annual panel of households, 
their socio-demographic characteristics, county of residence, and various 
measures of wildfire and wildfire smoke exposure from 2011-2017, as well 
as indicators for whether a household member has experienced depres-
sion/anxiety in the prior 6 months. We limit this analysis to California, which 
is both subject to frequent wildfires and is population dense, having rela-
tively larger sample sizes in the NielsenIQ data. Across the sample 14.5% of 
households report a householder experiencing depression/anxiety.
Results: We estimate two-way fixed effect logit and probit models to 
predict the probability a household member experiences depression 
following exposure to a wildfire, controlling for household character-
istics and time trends. We test five measures of wildfire exposure: 1) 
indicator for whether there was a wildfire in a household’s zip code 
the prior calendar year 2) indicator for whether there was wildfire-
related smoke, 3) the number of days wildfire-driven  PM2.5 exceeded 
35 μg/m3 the prior calendar year, 4) the number of days it exceeded 50 
μg/m3, and 5) the number of days it exceeded 100 μg/m3.
Discussion: While we do not find statistically significant impacts of 
the first two fire exposure measures, we do find that experiencing 
more high  PM2.5 days the prior calendar year significantly increases 

mailto:refilwep@uj.ac.za
mailto:Tamara.Sheldon@moore.sc.edu


Page 12 of 33BMC Proceedings  2024, 18(Suppl 8):9

a household’s probably of experiencing depression/anxiety. Having 
experienced 5, 10, or 15 days with  PM2.5 levels above 35μg/m3 is asso-
ciated with probabilities of 17%, 22%, and 28%. Having experienced 
5, 10, or 15 days with  PM2.5 levels above 50μg/m3 is associated with 
probabilities of 19%, 26%, and 34%. In summary, we find exposure to 
10 days of elevated  PM2.5 levels nearly doubles a household’s proba-
bility of experiencing depression/anxiety the following year. Our find-
ings can help policymakers understand the human costs of wildfires 
and can help emergency managers better communicate with com-
munities when preparing for and responding to wildfires.
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Issues: The South Carolina Central Cancer Registry (SCCCR) is a census 
of all cancer cases in the state of South Carolina (SC) that collects, pro-
cesses, analyzes, and publishes cancer incidence data in SC. Operating 
as one of three arms of the Cancer Prevention and Control program, 
SCCCR informs all state-led cancer initiatives. The two complimentary 
arms of the Cancer Prevention and Control program in SC are a breast 
and cervical cancer screening program – known as the Best Chance 
Network (BCN) – and the Comprehensive Cancer Control and Preven-
tion (CCCP) program. The issue addressed is how to utilize this vast 
dataset in public health programming.
Project: The South Carolina Central Cancer Registry (SCCCR) is a popu-
lation-based cancer surveillance system for the state of South Carolina 
within the South Carolina Department of Health and Environmental 
Control. The SCCCR collects, processes, analyzes, and publishes cancer 
incidence and mortality for South Carolina. The data collected by the reg-
istry can be utilized to determine the frequency of cancer occurrence in 
defined areas (county level), to determine the frequency of occurrence 

in different populations (race, sex, age), and to compare South Carolina 
cancer statistics (incidence, mortality, and survival) to the United States’s 
national average. The registry works with internal and external partners 
to publish information on cancer occurrences and related deaths that 
can be a referenced by legislators, health professionals, researchers, 
and the public. The registry submits de-identified data on a yearly basis 
to the Centers for Disease Control and Prevention (CDC) as well as the 
North American Association of Central Cancer Registries (NAACCR). The 
registry has collected cancer data since 1996. Upon request the registry 
can provide aggregate statistics related to cancer, conduct cancer cluster 
analysis and provide de-identified raw data for researchers.
Lessons Learned: As two separate case studies, the BCN and CCCP 
program use SCCCR to improve cancer outcomes in SC. Twice a year 
the BCN program securely sends records of all invasive cervical and 
invasive and in-situ breast cancer records to the SCCCR for data link-
age. The primary objective of the data linkage is to confirm final diag-
nosis and acquire standardized cancer stage data. Another benefit of 
this data linkage is a built-in quality assurance measure to ensure miss-
ing cancer cases in the SCCCR can be identified. Following this data 
linkage, geographic and demographic analyses are performed to iden-
tify outliers where specific populations are experiencing disparities in 
cancer outcomes: specifically, disparities in late-stage cancer diagnosis 
and cancer mortality. Health care providers who serve these popula-
tions experiencing disparities are identified and invited to participate 
in the BCN program to encourage earlier and more regular breast and 
cervical cancer screening. The BCN program, supported by SCCCR 
since 1996, has operated continuously in SC since 1991. Recently the 
CCCP used SCCCR analyses to identify other cancer disparities which 
led to the inaugural SC Men’s Health Institute in June 2023.
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Background: Acute Respiratory Distress Syndrome (ARDS) is a severe 
condition characterized by widespread lung inflammation, often trig-
gered by bacterial toxins such as Staphylococcal Enterotoxin B (SEB). 
Macrophages play a pivotal role in the pathogenesis of ARDS, exhib-
iting remarkable heterogeneity in their phenotypic and functional 
characteristics.
Methods and Results: Using single-cell sequencing analysis, we 
investigated the heterogeneity of macrophages in a SEB-induced 
ARDS model. We identified five distinct subsets of macrophages, 
including resident alveolar macrophages and four additional popula-
tions designated as MafB, Ifitm6, Ace, and App macrophages. The lat-
ter subsets exhibited an M1 phenotype, expressing MHC2 and Ly6C, 
indicative of pro-inflammatory activation. Notably, MafB and App 
macrophages also displayed markers associated with an M2 pheno-
type, such as CD205 and Arg1, suggesting a mixed activation state. 
Furthermore, all macrophage subsets, except for resident alveolar 
macrophages, expressed chemokines, implicating their involvement 
in the recruitment and regulation of immune cells within the inflamed 
lung microenvironment. Additionally, ATAC data revealed increased 
accessibility to the promoter regions of interferon-stimulated genes 
across all macrophage subsets.
Discussion: Our findings elucidate the diverse functional states of 
macrophages during SEB-induced ARDS, highlighting potential tar-
gets for therapeutic intervention in this devastating response underly-
ing this condition.
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Introduction: The EVALI outbreak refers to the surge of e-cigarette or 
vaping product use-associated lung injury cases that occurred primar-
ily in 2019 [1]. This outbreak drew significant attention to the potential 
health risks associated with vaping and e-cigarette use [2]. Online plat-
forms, especially Reddit, serve as rich sources of public perceptions 
and experiences related to vaping [3]. However, the sheer volume and 
intricacy of these online posts and comments present a significant 
challenge for conventional data extraction and analysis methods [4]. 
This study seeks to address this challenge by employing advanced 
natural language processing (NLP) techniques. We aim to develop a 
resilient model capable of efficiently and accurately detecting vaping-
related discussions, thereby offering valuable implications for public 
health monitoring and response strategies.
Objectives: The primary objective is to develop a robust NLP method 
for identifying vaping-related discussions on Reddit, differentiating 
them from unrelated discourse. This involves capturing the intrica-
cies and context of such discussions, which is often challenging with 
conventional keyword-based search methods. Secondly, this research 
endeavors to fill a critical knowledge gap by effectively utilizing pre-
trained large language models for the surveillance and analysis of 
health behavior-related posts on social media.
Methods: Our approach began with the creation of a robust gold stand-
ard dataset for training and testing an NLP model to identify vaping-
related discussions. We identified a list of vaping-related keywords by 
search literature and then leveraged deep semantic search to expand the 
keyword list [5]. Sequentially, we extracted posts and comments contain-
ing the vaping-related keywords as positive cases from popular vaping 
subreddits during the EVALI outbreak. We also selected a similar number 
of posts from non-vaping related subreddits as a negative control group. 
A clinical team annotated a random sample of 1,000 posts from each of 
the case and the control groups as the gold standard dataset. After that, 
we fine-tuned seven different pre-trained language models based on 
Bidirectional Encoder Representations from Transformers (BERT) with 
this annotated corpus. These seven BERT models included two generic 
BERT models (BERT [6] and RoBERTa [7]), three domain-specific mod-
els (BioBERT [8], Bio_ClinicalBERT [9], and PubMedBERT[10]), and two 
source-specific models (BERTweet [11] and RedditBERT [12]). Finally, we 
combined these fine-tuned language models into an ensemble model to 
collectively detect vaping-related discussions.
Results: The ensemble BERT model showcased impressive performance, 
achieving an accuracy score of 0.97 and an F1 score of 0.96 in identify-
ing vaping-related content on Reddit. These results underscore the 
proficiency of the ensemble pre-trained language model in accurately 
distinguishing vaping-specific discussions within extensive Reddit posts.
Conclusion: This study highlights the feasibility and effectiveness of 
using detection models based on ensemble pre-trained BERT models to 
identify vaping-related posts on Reddit. Leveraging the integrated power 
of multiple pre-trained BERT models, this method shows a great poten-
tial for screening large volumes of Reddit content. By detecting individu-
als discussing or networking about vaping, this approach has practical 
implications in identifying potential vaping users, especially, those at risk 
of vaping-related health issues. Moreover, it could facilitate potential out-
reach programs to offer patient support and intervention programs for 
reducing vaping harms and promoting cessation. This detection model 
may enable a fast-reacting venue to reach high risk individuals for tar-
geted interventions as epidemics of new substance or health condition 
arise.
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Study Objectives: About 400,000 children are placed in foster care 
annually in the US [1]. Foster parents may rely on social media to look 
for information on raising foster children and seeking peer support 
[2]. Foster Parent Associations (FPAs) are an important source for fos-
ter parents to network with peers, share information, receive training 
and support, and advocate for themselves [3]. Yet little is known about 
how FPAs use social media to communicate and interact with them. 
This study aims to uncover the underlying patterns of FPAs’ communi-
cation on social media by answering the question of what FPAs com-
municate on social media.
Methods: A total of 38 state-level FPAs were selected as our study sam-
ple as the rest of 13 states’ FPAs’ Facebook pages were unidentifiable [2]. 
All Facebook posts from these FPAs for the year 2022 were scrapped by 
using CrowdTangle, and a total of 22,051 Facebook posts from these 38 
FPAs’ Facebook pages were collected. To identify topics discussed by 
these FPAs, we used unsupervised machine learning algorithms of natu-
ral language processing in the Python environment. In particular, FPAs’ 
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Facebook posts were analyzed using Latent Dirichlet Allocation, which 
uncovered hidden topics among a large number of texts.
Results: Modeling results indicated that having 3 topics (k=3) was 
the optimal number of topics. After discussing topic similarities and 
reviewing the literature, we named these three topics from FPAs’ Face-
book posts. The first one was the announcement of trainings, confer-
ences, and events, the second one was an expression of appreciation 
to the community and advocacy for foster families, and the third one 
was treating foster families as a community that supported each other.
Discussion: Our findings suggest that FPAs’ communication with fos-
ter parents on Facebook is centered on three topics. The three topics 
are in partial agreement with previous literature on organizations’ 
social media communications. Results from this study emphasize the 
importance of involvement strategy, since expression of appreciation 
and treating foster families as part of the community are communica-
tion tactics that strengthen involvement. Furthermore, this study has 
uncovered social media communication topic patterns of a highly 
specialized, yet extremely important area of services. The results of 
this study yield important theoretical and practical implications for 
enhancing FPAs’ communication with foster families.
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Introduction: The rapid integration of Artificial Intelligence (AI) and 
Big Data technologies in healthcare is reshaping patient experiences 
and treatment modalities. As these advancements unfold, understand-
ing how patients perceive the adoption of AI and Big Data becomes 
important for ensuring patient-centric practices [1]. This extended 
abstract presents a unique exploration of patient perceptions regard-
ing the adoption of AI and Big Data in healthcare, using a causal loop 
analysis. The integration of these technologies has profound implica-
tions for patient experiences, and this study aims to unravel the causal 
relationships that shape attitudes, concerns, and potential outcomes.
Objectives: The primary goal of this study is to conduct a compre-
hensive analysis of patient perceptions through the lens of a causal 
loop. We seek to understand the feedback mechanisms and inter-
connected variables influencing how patients perceive the integra-
tion of AI and Big Data in healthcare.
Methods: A causal loop diagram that visualizes the dynamic 
relationships between key variables is constructed. The diagram 
incorporates insights from an existing survey [1], emphasizing the 
benefits of Big Data and the efficiency of AI, along with concerns 
about data security and privacy. This qualitative analysis comple-
ments quantitative findings, providing a comprehensive under-
standing of the factors affecting patient’s perceptions.
Results: The causal loop diagram shown in Figure  1 unveils intri-
cate patterns within patient perceptions of AI and Big Data. Positive 
experiences, driven by increased trust and higher satisfaction, form 

reinforcing loops leading to the wider adoption of AI and Big Data. 
Simultaneously, negative experiences, rooted in decreased trust and 
lower satisfaction, create balancing loops that may result in resist-
ance to adoption. The incorporation of Big Data benefits and AI effi-
ciency into the causal loop highlights their role as influencers and 
catalysts within the system. The interplay of these variables empha-
sizes the delicate balance between positive and negative feed-
back loops, offering insights into the complex dynamics of patient 
perceptions.
Discussion: This study emphasizes the significance of understand-
ing causal relationships within the patient perception of AI and 
Big Data. The positive loops underscore the potential for improved 
patient experiences and increased acceptance of AI-driven solu-
tions. Conversely, the balancing loops underscore the need to 
address data security and privacy concerns to maintain a patient-
centric approach. The causal loop can provide valuable insights for 
healthcare practitioners, policymakers, and technology developers. 
Strategies for cultivating positive patient perceptions include edu-
cation about AI benefits, transparent communication on data secu-
rity measures, and a continued focus on ethical considerations.
Conclusion: This study leverages a causal loop analysis to delve into 
the complex combination of factors influencing patient perceptions 
of AI and Big Data adoption in healthcare. By focusing on the causal 
relationships depicted in the diagram, we gain a deeper under-
standing of the dynamics at play and unveil actionable insights for 
fostering a patient-centered approach in the era of evolving health-
care technologies.
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Fig. 1 (Abstract P1) Causal loop diagram on factors influencing patient 
perception of AI and Big Data in healthcare
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Background: Depression is a major public health burden dispro-
portionately affecting the reproductive-aged women [1], with 
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implications on fetal development, birth outcomes, and the over-
all health of mother and child [2,3]. The hormonal changes during 
reproductive phase of a woman’s life are associated with increased 
susceptibility for depression [4-6]. However, the contribution of other 
psychological stressors such as previous history of pregnancy loss are 
understudied [7-9].
Objectives: This study aimed to examine the association between 
previous history of pregnancy loss and depression among women of 
reproductive-age group, and whether the association is modified by 
the race/ethnicity.
Methods: This cross-sectional study utilized the data from the 2007-
2018 National Health and Nutrition Examination Survey (NHANES), 
restricting to women aged 18-49 years old who were pregnant before 
(n=4,288). The presence of depression was defined as the Patient 
Health Questionnaire (PHQ-9) score ≥10. The previous loss of preg-
nancy was obtained from the difference between the total number of 
previous pregnancies and total number of live births and was catego-
rized as 0 (no pregnancy loss), 1 (1 pregnancy loss) and 2 (2 or more 
pregnancy loss). Multivariable logistic regression models were used 
to examine association between the history of pregnancy loss and 
depression after controlling for demographic and maternal morbidity 
factors. Stratified analysis was performed to determine variations in 
the association by race/ethnicity.
Results: The overall prevalence of depression was 13.36%. The prev-
alence of depression was higher among women with those with 2 
or more pregnancy loss (18.16%), followed by 12.35% among those 
with 1 pregnancy loss, and 12.27% among those with no preg-
nancy loss (p=0.0009). Women who experienced 2 or more previ-
ous pregnancy losses had higher odds for depression compared to 
those with no pregnancy loss (Adjusted Odds Ratio [AOR]: 1.54 [95% 
CI: 1.08-1.93]). Multivariable analysis (Table  1) showed significant 
interaction between maternal race and pregnancy loss (p=0.0360). 
Stratified analysis (Table 2) revealed that the odds of depression was 
higher among non-Hispanic Blacks who experienced 1 pregnancy 
loss (AOR: 1.68 [95% CI: 1.12-2.53] and non-Hispanic Whites with 2 or 
more pregnancy losses (AOR: 1.56 [95% CI: 1.02-2.38].
Conclusion: The prevalence of depression among reproductive-
aged women increases with higher number of pregnancy loss. 
Interventions aimed at promoting mental health among repro-
ductive-aged women with previous history of pregnancy loss are 
advocated especially among Non Hispanic Blacks and NH Whites. 
Recognizing and addressing the mental health needs of these spe-
cific ethnic groups is crucial for developing comprehensive and cul-
turally sensitive strategies that effectively support women who have 
faced the emotional challenges associated with pregnancy loss.

Keywords: depression; pregnancy loss; mental health; maternal race
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Table 1 (Abstract P2) Multivariable logistic regression model with 
depression among reproductive aged women (18-49 years) ever reported 
pregnant, NHANES 2007-2018

Independent variables Depression

Crude Odds Ratio  
(95% CI)

Adjusted Odds 
Ratio (95% CI)

Previous history of pregnancy loss

 No pregnancy loss 1 1

 1 pregnancy loss 1.01 (0.79 – 1.28) 0.80 (0.43 – 1.16)

 2 or more pregnancy 
losses

1.59 (1.20 – 2.10)* 1.54 (1.08 – 1.93)*

Age category

 18 – 24 years 1 1

 25 – 29 years 0.50 (0.33 – 0.78)* 0.60 (0.39 – 0.91)*

 30 – 34 years 0.74 (0.51 – 1.06) 1.02 (0.70 – 1.49)

 35 – 39 years 0.72 (0.51 – 1.04) 0.96 (0.65 – 1.43)

 40 – 44 years 0.63 (0.44 – 0.92)* 0.87 (0.58 – 1.35)

 45 – 49 years 0.74 (0.51 – 1.06) 1.07 (0.71 – 1.60)

Educational attainment

 Less than high school 2.14 (1.64 – 2.79)* 1.19 (0.87 – 1.63)

 High school graduate 1.58 (1.23 – 2.05)* 0.99 (0.74 – 1.31)

 College graduate 1 1

Race-ethnicity**

 Non Hispanic White 1 1

 Non Hispanic Black 1.23 (0.99 – 1.52) 0.92 (0.72 – 1.18)

 Hispanic 0.95 (0.74 – 1.23) 0.91 (0.72 – 1.16)

 Mixed/Other Non 
Hispanic

0.90 (0.65 – 1.26) 1.22 (0.91 – 1.64)

Marital status

 Married 1 1

 Other 3.08 (2.45 – 3.87)* 1.97 (1.47 – 2. 63)*

 Unspecified 2.52 (1.90 – 3.34)* 1.43 (1.02 – 2.03)*

Family PIR

 0 – 1.3 4.10 (2.52 – 6.67)* 1.97 (1.13 – 3.42)*

 1.31 – 1.85 2.84 (1.57 – 5.16)* 1.80 (0.93 – 3.48)

 1.86 – 2.50 1.85 (1.04 – 3.30)* 1.20 (0.62 – 2.32)

 2.51 – 4.99 1.17 (0.69 – 1.99) 0.84 (0.49 – 1.45)

 >5.00 1 1

 Undisclosed 2.41 (1.39 – 4.18)* 1.67 (0.91 – 3.07)

Health insurance

 Insured 1 1

 Uninsured 1.44 (1.16 – 1.79)* 1.03 (0.80 – 1.33)

Body Mass Index

 Underweight 1.79 (0.97 – 3.29) 0.96 (0.48 – 1.91)

 Normal weight 1 1
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Independent variables Depression

Crude Odds Ratio  
(95% CI)

Adjusted Odds 
Ratio (95% CI)

 Overweight 1.29 (0.93 – 1.79) 1.17 (0.84 – 1.63)

 Obese 1.88 (1.44 – 2.45)* 1.43 (1.09 – 1.88)*

Smoking

 Never 1 1

 Former 1.83 (1.30 – 2.58)* 1.61 (1.12 – 2.33)*

 Current 4.67 (3.63 – 5.60)* 3.19 (2.42 – 4.19)*

Alcohol

 Low-risk drinker 1 1

 High-risk drinker 1.93 (1.46 – 2.54)* 1.10 (0.82 – 1.47)

Illicit drug use

 Yes 1.97 (1.60 – 2.43)* 1.25 (0.98 – 1.60)

 No 1 1

Gestational diabetes

 Yes 1.04 (0.76 – 1.44) 0.94 (0.65 – 1.35)

 No 1 1

Diabetes Mellitus

 Yes 2.25 (1.48 – 3.41) 1.75 (1.06 – 2.88)

 No 1 1

Hypertension

 Yes 2.09 (1.63 – 2.68) 1.58 (1.17 – 2.13)

 No 1 1

NH Non-Hispanic
* Statistically significant p < 0.05 CI -confidence intervals
** Interaction of race*pregnancy loss added to model showed interaction effect 
p-value=0.0360
*** Some of the weighted % do not add up to 100% due to approximation

Table 2 (Abstract P2) Stratified analysis of depression and previous his-
tory of pregnancy loss by racial groups among reproductive aged women 
(18-49 years), NHANES 2007-2018

Previous 
history of 
pregnancy 
loss

Depression (Outcome variable)a

Non-Hispanic Black Non-Hispanic Whites Hispanics

Crude OR 
(95%CI)

Adjusted OR 
(95%CI)

Crude OR 
(95%CI)

Adjusted OR 
(95%CI)

Crude OR 
(95%CI)

Adjusted 
OR (95%CI)

No preg-

nancy loss

1 1 1 1 1 1

1 pregnancy 

loss

1.82 

(1.26-

2.61)*

1.68 (1.12-

2.53)*

0.84 (0.58-

1.20)

0.82 (0.56-

1.20)

1.00 

(0.65-

1.55)

0.97 (0.63-

1.52)

2 or more 

pregnancy 

losses

1.57 

(0.90-

2.72)

1.07 (0.62-

1.84)

1.77 (1.15-

2.73)*

1.56 (1.02-

2.38)*

1.48 

(0.95-

2.31)

1.16 (0.71-

1.90)

* Statistically significant p<0.05
a Model used to generate adjusted OR controlled for all the covariates in the 
study; Mixed/Other race not included due to low sample size
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Objectives: Musculoskeletal (MSK) changes occur during pregnancy, 
leading to the development of low back pain (PLBP) and pelvic pain 
(PPP). Both conditions are associated with prescription opioid use 
among Medicaid-enrolled beneficiaries. Given the rural-urban dis-
parities in access to rheumatologists and obstetricians / gynecologists, 
prescription opioid use may also differ. This study aims to describe and 
compare the rural-urban differences in the prevalence of PLBP and 
PPP for Medicaid enrolled pregnant women in South Carolina.
Methods: This study utilized de-identified 2015-2021 Medicaid 
claims data provided by the South Carolina Revenue and Fiscal 
Affairs (SCRFA) Office. This study confirmed 152,309 live births dur-
ing the period of 2016-2021. Five measures were used to assess 
pregnancy -related musculoskeletal risks (P-MSKR), including obe-
sity, diagnosed excessive weight gain (EWG), diagnosed excessive 
fetal growth (EFG), diagnosed diastasis of rectus abdominis (DRA), 
and diagnosed ligamentous laxity (LL). This study applied the Inter-
national Classification of Diseases v10 codes to identify these risks 
as well as PLBP and PPP. Rurality was defined using 2010 rural-urban 
commuting area (RUCA) codes (1.0-3.0, 4.1, 5.1, 7.1, 8.1, and 10.1 as 
urban, and the rest as rural), at the ZIP Code Tabulation Areas level. 
During pregnancy, residence was classified into three levels: always 
rural, sometimes rural and never. Analysis of the prevalence of PLBP 
and PPP subset between always/sometimes rural and never rural 
pregnancies.
Results: Among the included pregnancies, 30,692 (20.2%) were 
always rural, 1,041 (0.7%) were sometimes rural, and 120,576 (79.2%) 
were never rural. The average prevalence of P-MSKR was 65.6% for 
all included pregnancies, and that of always rural pregnancies were 
slightly higher than that of never rural (66.5% vs. 65.4%, p < .001). 
The average prevalence of PLBP was 15.3% for all included preg-
nancies; that of always rural pregnancies were higher than that of 
never rural (16.7% vs. 15.2%, p < .001), and that of sometimes rural 
pregnancies were higher than that of never rural (17.9% vs. 15.2%, 
p = .018). The average prevalence of PPP was 25.2% for all included 
pregnancies; that of always rural pregnancies were higher than that 
of never rural (27.9% vs. 24.5%, p < .001), and that of sometimes 
rural pregnancies were higher than that of never rural (28.3% vs. 
24.5%, p = .004). The average prevalence of PLBP / PPP was 33.3% 
for all included pregnancies; that of always rural pregnancies were 
higher than that of never rural (36.3% vs. 32.5%, p < .001), and that 
of sometimes rural pregnancies were not significantly different from 
that of never rural (35.4% vs. 32.5%, p = .0503).
Discussion: This study found a rural disparity in the prevalence of 
PLBP and PPP during pregnancy among South Carolina Medicaid 
enrolled beneficiaries. Future studies may investigate the rural dis-
parity in the risk of prescription opioid use, considering the preva-
lence of PLBP/PPP. Policymakers can address the gap in the supply 
and demand for rheumatologists and obstetricians / gynecologists, 
particularly for rural residents.
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Objectives: Early childhood malnutrition can have long-term and irre-
versible effects on a child’s health and development. This study uses 
the Bayesian method with spatial variation to investigate the flexible 
trends of metrical covariates and identify communities at high risk of 
injury.
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Methods: Cross-sectional data on underweight were collected 
from the 2016 Ethiopian Demographic and Health Survey (EDHS). 
The Bayesian geoadditive model is performed. Appropriate prior 
distributions were provided for scall parameters in the models, and 
the inference is entirely Bayesian, using Monte Carlo Markov Chain 
(MCMC) simulation.
Results: The results show that metrical covariates like child age, 
maternal body mass index (BMI), and maternal age affect a child’s 
underweight non-linearly. Lower and higher maternal BMIs seem to 
have a significant impact on the children underweight. There was 
also significant spatial heterogeneity, and based on IDW interpola-
tion of predictive values, the western, central, and eastern parts of 
the country are hotspot areas.
Conclusion: Our analysis supports the flexible modelling of a child’s 
age, a mother’s BMI, and a mother’s age. In addition to fixed effects 
and covariates, there is also considerable evidence of a residual 
influence on underweight.

Keywords: Spatial distribution; Malnutrition; Semi-parametric Bayes-
ian analysis; P- splines; BayesX; MCMC: Ethiopia
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Objectives: Antibiotics are used to treat or prevent many types of 
bacterial infections. These drugs work by killing bacteria or prevent-
ing them from reproducing and spreading. Antibiotic use can result 
in a variety of adverse drug events which may range from mild to 
severe reactions. These events impact drug selection and encour-
age a patient-specific approach in prescribing to minimize harm. Of 
the adverse drug events associated with antibiotics, hypersensitivity 
reactions are very concerning. Drug hypersensitivity reactions occur 
when the body produces inappropriate immunologic or inflamma-
tory responses to a medication, resulting in symptoms such as rash, 
anaphylaxis, or serum sickness. Patients with drug hypersensitivities 
should be educated on avoiding the medication and charts must 
appropriately document the reaction. Some antibiotics are known 
to be associated with hypersensitivity, but no study has systemically 
compared hypersensitivity associations for many available antibiotics. 
The objective of this study was to evaluate the association between 
hypersensitivity and antibiotics using the FDA Adverse Event Report-
ing System (FAERS).
Methods: FAERS reports from January 1, 2004, to December 31, 
2022 were included in the study. The Medical Dictionary for Regula-
tory Activities (MedDRA) was used to identify hypersensitivity cases. 
Reporting odds ratios (RORs) and corresponding 95% confidence 
intervals (95% CI) for the association between antibiotics and hyper-
sensitivity were calculated. ROR was calculated as the ratio of the 
odds of reporting hypersensitivity versus all other events for a given 
drug compared with this reporting odds for all other drugs present 
in FAERS. An association was considered to be statistically significant 
when the lower limit of the 95% CI was greater than 1.0.
Results: A total of 16,009,712 reports (including 144,714 hypersensi-
tivity reports) were considered, after inclusion criteria were applied. 
72 antibiotics were evaluated, and 39 of those antibiotics were sig-
nificantly associated with hypersensitivity. The top 10 antibiotics with 
the highest number of hypersensitivity reports were trimethoprim-
sulfamethoxazole (2,550), amoxicillin (1,483), ciprofloxacin (1,327), 
moxifloxacin (1,253), levofloxacin (1,170), azithromycin (1,039), amox-
icillin-clavulanate (1,012), doxycycline (840), metronidazole (822), and 
clarithromycin (776). The top 10 antibiotics with the highest hyper-
sensitivity ROR (95% CI) were penicillin G 8.17 (7.45-8.96), dalbavancin 
6.78 (5.00-9.19), cefaclor 5.38 (4.40-6.57), moxifloxacin 4.62 (4.36-4.89), 
oritavancin 4.14 (2.89-5.92), penicillin V 3.79 (3.35-4.30), ceftibuten 

3.62 (2.04-6.44), bacitracin 3.43 (2.88-4.10), cefprozil 3.35 (2.37-4.74), 
and erythromycin 3.22 (2.94-3.51).
Conclusions: Out of the 72 antibiotics evaluated in the FAERS data-
base, 39 were significantly associated with hypersensitivity. Tri-
methoprim-sulfamethoxazole had the highest reported number of 
hypersensitivity reactions followed by amoxicillin, ciprofloxacin, moxi-
floxacin, levofloxacin, azithromycin, amoxicillin-clavulanate, doxycy-
cline, metronidazole, and clarithromycin. Penicillin G had the highest 
ROR with hypersensitivity followed by dalbavancin, cefaclor, moxi-
floxacin, oritavancin, penicillin V, ceftibuten, bacitracin, cefprozil, and 
erythromycin.
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Issues: The popularity of serverless technologies and serverless 
architecture is currently at an all-time high across various industries 
because of their ability to effectively address the constantly evolving 
demands of scalability, cost-efficiency, and security. Verified market 
research indicates that the serverless architecture market is projected 
to experience a growth of 22.7%, increasing from USD 7,585 million 
in 2020 to USD 21,105 million by 2025 [1]. This is particularly true in 
healthcare, as it is a data-driven field. Implementing solutions that can 
enhance the quality of patient care and operational efficiency is of 
crucial importance. Exploring these solutions is only possible with the 
necessary observational tools or environment to effectively work with 
the data. In this paper, our objective is to extend the applicability of 
the serverless architecture implemented in a current research project. 
We aim to generalize its usage across various industries and scenarios, 
encompassing tasks such as data gathering, ETL processes, data stor-
age, data security, and in the end providing an environment to con-
duct certain studies with the data.
Project: The South Carolina Center for Center for Effectiveness 
Research in Orthopedics (CERortho) is a joint initiative involving the 
University of South Carolina and Prisma Health which aim to expand 
the comparative effectiveness research in the field of orthopedic 
care. A serverless architecture was designed and implemented to 
facilitate the creation of the Orthopedic Patient Data Repository 
(OPDR) and provide an observational environment for the research-
ers to conduct research, analysis, and development within this 
repository.
The system operates in a HIPAA compliant AWS (Amazon Web Ser-
vices) Virtual Private Cloud and the process has been decoupled from 
each other into different modules. An AWS SFTP transfer instance 
automates data transfer from Prisma Health EPIC crystal reports into 
HIPAA compliant S3 buckets with AES 256 encryption at rest and TLS 
(Transport Layer Security) 2.0 in motion. The movement and access of 
data is logged and monitored for audits.
Once this pipeline is defined, Extract Transform Load (ETL) is per-
formed using AWS Glue jobs. Glue allows for extracting valuable infor-
mation from S3 buckets, transforming the data by setting up rules for 
de-identifying Personally Identifiable Information (PII) and Protected 
Health Information (PHI) in patient data, and load the extracted and 
transformed dataset into databases. SQL databases are used in the 
instances for datasets requiring recreating relationships and NoSQL 
databases are used for all other kinds of datasets. These databases are 
themselves hosted on serverless services using DynamoDB and RDS 
on AWS. Upon requests received by an honest data broker for specific 
datasets, the data is securely transferred to the local research instance 
using AWS DataSync. The research server itself is configured to restrict 
file transfers, clipboard access and certain user read, write, and modify 
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permissions. As a result, an automated end-to-end all serverless data 
migration system that requires minimal human intervention has been 
deployed and proven to be highly cost effective and secure. A figure 
(1) has been provided as a reference to the above.
Lessons Learned: Demonstrating cost-effectiveness of serverless 
data migration in healthcare environments over server environment 
(Physical and Virtual) has been the highlight of the project. The team 
demonstrated improved latencies, security, scalability, and availability 
of the system with reduced costs incurred for data migration between 
healthcare providers and research environments. Challenges remain 
in terms of acquiring architects and developers for enhancement and 
maintenance of the system. The team plans to create a training pro-
gram to bridge some of the gaps in skillsets.
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Fig. 1 (Abstract P6) A Serverless architecture for healthcare data migra-
tion
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Background
We live in an age where the data practices of today’s surveillance 
economy can create and exacerbate deep asymmetries of informa-
tion, which in turn exacerbate imbalances of power—including in 
the healthcare arena [1–3]. Tools using artificial intelligence (AI) tech-
niques find patterns in big health data, which in turn can be used to 
make predictions and recommendations in healthcare and thereafter, 
these new insights are routinely incorporated back into the clinical 
care pathway—explicitly through practice guidelines or publications 
or implicitly in the context of recommendations or procedures auto-
matically embedded into electronic health record (EHR) systems [4].
Case report
Medical AI applications are particularly data hungry and depend on 
continued collections of feature-rich consumer health data, where not 
only are the most valuable datasets those most prone to reidentifica-
tion but also where such collections and retentions routinely expand 
beyond their originally intended and subsequent uses [5]. A direct 
conflict with data minimization as a fundamental principle of data 

privacy law [6] and as a key protection of the HIPAA Privacy Rule [7-8] 
is presented by AI applications in that data maximization, rather than 
minimization, is a central success factor for AI [9].
Conclusion
This paper will approach this issue by proposing written procedures to 
provide for realizable implementations beyond deidentification to facili-
tate the secure disclosures and exchanges of information held, used, or 
exchanged by a covered entity or business associate that is deemed not 
individually identifiable in adherence to the Privacy Rule [10] while avoid-
ing information blocking [10]. Finally, this paper will provide a framework 
of key questions to analyze in determining whether an entity constitutes 
a “PHR related entity,” “Third party service provider,” or “Vendor of per-
sonal health information” subject to the Health Breach Notification Rule 
with a focus on elucidating the scope of prohibited disclosures consid-
ered to have been made “without the authorization of the individual” 
[11,12]. In turn, this paper will directly examine what it means to fall 
within the scope of an app covered by the Health Breach Notification 
Rule when collecting information directly from consumers with the tech-
nical capacity to draw information through an API that enables syncing 
with a consumer’s fitness tracker [12,13].
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Objectives: My objectives in this study were to use data visualiza-
tions to identify healthcare breach trends and contrast those trends 
to other industry sectors. I am motivated to analyze this data because 
the healthcare sector has experienced a surge in ransomware attacks 
which disrupt the ability of healthcare organizations to provide qual-
ity medical care and breach the confidentiality of electronic health 
records [1]. A ransomware attack occurs when malicious software 
allows threat actor(s) to restrict access to vital information and then 
demand some form of payment to lift the restriction. In 2023, ransom-
ware comprised twenty four percent of all breaches across all indus-
tries and organization sizes [1].
Methods: Companies holding medical record information are 
required to report any major data breach affecting more than five 
hundred healthcare records to the U.S. Department of Health and 
Human Services (DHHS) Office for Civil Rights’ Breach Portal [2]. 
Using an open-source dataset that contained the DHHS portal’s 
breach information, I was able to create interactive longitudinal vis-
ualizations that depict the millions of individuals affected by these 
healthcare breaches from 2009 until 2019 [3].
Results: The area chart shows an increase in healthcare breaches 
from 2009 until 2019 with a large spike in 2015 due to a massive 
breach at Anthem, Inc. in Indiana in 2015 that affected more than 80 
million individuals [2] (Figure 1).
Using another open-source dataset available on Kaggle.com that 
contained over 1000 ransomware breach records [4], I was able to 
use longitude and latitude of organizations that reported ransom-
ware attacks from 2019 until 2021 using a geospatial visualization 
(Figure 2).
The locations are color coded according to industry categories that 
include business, education, government, and healthcare.
Discussion: Longitudinal and geospatial visualizations are pow-
erful tools in understanding the impact of ransomware across the 
US within healthcare and help identify trends including the spike in 
2015 when over 80 million medical records were breached at one 
insurance company in Indiana [2].
These visualizations show an increasing cyber threat to healthcare 
organizations and patients in the US with ransomware attacks as 
one of the most disastrous types of attacks because it may disrupt 
healthcare delivery and put patients at risk.
Currently, there is no systematic documentation of the extent and 
effect of ransomware attacks so more longitudinal and geospatial 
analyses of these healthcare ransomware attacks would be vital to 
understanding the nationwide impact of ransomware on US health-
care organizations and individuals [5].
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Study Objectives: The Division of Acute Disease Epidemiology of 
the South Carolina Department of Health and Environmental Control 
(DHEC) tracks cases of reportable diseases. Multiple methods exist 
for cases to be reported to the department, some of which require 
manual reporting by healthcare providers or organizations. One issue 
seen with manual reporting methods is missing or incomplete data. 
Electronic case reports (eCRs) are a method of reporting diseases 
that comes directly from the patient’s electronic health record. This 
method does not require manual reporting and has the potential to 
decrease the occurrence of missing or incomplete data as well as sup-
plying data not usually provided by other reporting methods.
Methods: The state of South Carolina DHEC went live for certain eCRs 
on October  2nd, 2023. This study looked at the eCRs that came through 
for covid cases from a limited set of healthcare organizations. The 
completion of the data was calculated and compared to other report-
ing methods.
Results: Of the cases that contain data from an eCR so far, all of them 
contained contact information for the healthcare provider and region 
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information for the patient. In addition, most of them have a known 
race listed.
Discussion: Based on the initial findings, the eCRs that were received 
were effective at increasing the completion percentage of race data and 
providing contact and region data to DHEC. This information is vital for 
the department in its efforts to track diseases in the state. Complete race 
data is essential for understanding and promoting health equity.
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Study Objectives: Several US states utilized telephone helplines/hot-
lines for COVID-19 management during 2020-2021. The South Carolina 
Department of Health and Environmental Control (SCDHEC) expanded 
use of its helpline, Care Line, to receive and respond to COVID-19 con-
cerns. This study aims to examine the usefulness of Care Line’s COVID-
19 data in prevention and control.
Methods: This retrospective analysis of the Care Line COVID-19 data-
set concerns calls received during May 2020 – April 2021. Call varia-
bles included number of calls, reason for call, region, county, age, and 
gender. COVID-19 cases, hospitalizations, deaths, and socioeconomic 
variables were abstracted from SCDHEC and other publicly available 
databases. Correlation between Care Line calls and COVID-19 cases, 
hospitalizations and deaths, and association of reason for call, number 
of calls and sociodemographic variables were evaluated using Pearson 
correlation, cross-correlation, Poisson regression, and chi-square test.
Results: Care Line received 119,721 COVID-19-related calls during the 
study period. There was a positive correlation between distribution of 
weekly Care Line calls and weekly COVID-19 cases (r= 0.71, p<0.0001), 
hospitalizations (r= 0.61, p<0.0001), or deaths (r= 0.70, p<0.0001), 
and call peaks preceded peaks in cases, hospitalizations, and deaths. 
The best match lag between Care Line calls and COVID-19 cases was 
two weeks. Call rates in Midlands (1.40, 95% CI 1.07-1.84) and Pee Dee 
regions (1.45, 95% CI 1.11-1.90) were significantly higher than rates 
in Upstate. Younger callers and callers from lower income counties or 
with a lower proportion of non-Hispanic White residents called more 
regarding testing and less regarding vaccines than their counterparts.
Discussion: The overall trend of Care Line COVID-19 calls is correlated 
closely to cases and describes sociodemographic patterns compara-
ble to COVID-19 cases and vaccinations in South Carolina. The utility 
of Care Line COVID-19 data in prevention and control appears its early 
surveillance potential to correlate with COVID-19 cases and vaccina-
tion trends in South Carolina.
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Issues: The South Carolina (SC) Cancer Programs is a new operational 
unit within the Bureau of Chronic Disease and Injury Prevention at the 
SC state health department (SC DHEC). The Cancer Programs unit is 
a unified division that brings all 3 arms of the more than $6.5m CDC-
funded Cancer Prevention and Control grant together into a single 
unit: 1) SC Central Cancer Registry (SCCCR), 2) SC Breast and Cervical 
Cancer Early Detection Program, Best Chance Network (BCN), and 3) 
SC Comprehensive Cancer Control Program (“Comp.” Cancer). The 
Cancer Programs sought a unified system to measure and visualize 
ongoing efforts.
Project: The SC Cancer Programs has upwards of 50 staff members 
whose roles vary from Data Integrity Analysts, who process tens of 
thousands of claims annually, to Certified Tumor Registrars who verify 
all new incidences of and treatments for cancer in the state. Accord-
ing to National Cancer Institute and SCCCR data, there are around 
33,000 new cases of cancer diagnosed in SC each year. The near-
constant physical, economic, and emotional toll cancer takes on the 
public calls for efforts that spread across various activities and initia-
tives. While creating a dashboard to track activities, we identified more 
than 30 unique activities performed by Cancer Programs staff and an 
additional six data sources to measure the effectiveness of efforts. The 
dashboard was created to be updated monthly with unique activity 
measures and annually or semi-annually with new cancer incidence 
and mortality data. We used PowerBI to create a dashboard that 
reflected thousands of unique data points from cancer screenings and 
treatments to lives touched by public health efforts.
Lessons Learned: The dashboard created for the SC Cancer Programs 
is an example of a hybrid data visualization and tracking tool that 
can be used and replicated by other areas of public health as well as 
other states with similar cancer program infrastructure. As is common 
when creating new digital tools, this project took longer than initially 
anticipated, however some of the lessons learned included enhanced 
resources and communication across the cancer programs. While mul-
tiple yearly reports were generated regularly to track the progress and 
impact of cancer programming, the dashboard now allows leadership 
and evaluators to quickly see how individual teams are performing in 
the goals and objectives they have set to reduce the impact of cancer 
on South Carolinians.
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Background: The University of South Carolina Institute for Families in 
Society (IFS) under the auspices of the South Carolina Birth Outcomes 
Initiative Data Workgroup has reported maternal and newborn health 
quality trends since 2011. Medicaid is the largest payer of deliveries 
in SC (62%). Starting in 2021, IFS identified a reduction in the rate of 
Medicaid coverage by 2-3%, resulting in the need to restrict public 
reporting by 12 months. Big data management techniques were used 
to identify the root cause of delay in payer ascertainment as data link-
age timing to the Medicaid eligibility file.
Objective: As part of providing hospital end users more timely data to 
aid obstetric quality improvement efforts, we investigated in collabo-
ration with South Carolina Revenue and Fiscal Affairs (SCRFA) decreas-
ing Medicaid rates and the patients impacted by it.
Materials and Methods: IFS receives on a quarterly basis from SCRFA 
all hospital records for any SC delivery patient for 18 months prior to, 
at the time of delivery, and 18 months after delivery (over a million 
total records since October 1, 2015). These data are linked to all birth 
records to derive birth outcomes and key demographics and to Medic-
aid eligibility to confirm payer.
A single quarter’s delivery UB-04 claims, Q4, 2021 (October – Decem-
ber), were compared across two data time periods: 6-months and 
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18-months out from the date of service. The later data represented 
results after testing a fix to maximize Medicaid match across all eligi-
bility files for mothers and newborns. The study compared Medicaid 
eligibility, age, race, rurality, high social vulnerability (HSV), low birth-
weight, prematurity, or having a diagnosis of COVID-19 or a chronic 
physical or behavioral health condition during the 12-months prior to 
or at the time of delivery using the test for equality of two proportions.
Results: The later data showed a 2% increase in Medicaid deliveries 
confirming the lag in ascertainment of Medicaid as the final payer 
(61.6% vs 59.5%, p<0.05). Compared to all deliveries, lagged Medic-
aid deliveries had a significantly (p<0.05) higher percentage of ages 
20-24 years (36% vs 22%), Hispanic ethnicity (20% vs 12%), HSV (25% 
vs 19%), low birthweight (16% vs 10%) or prematurity (16% vs 11%), 
COVID-19 (10% vs 5%), and limited benefit (14% vs 11%) or Fee-for-
Service coverage (30% vs 17%). Though not significant, lagged Med-
icaid deliveries also had a higher percentage of avoidable cesareans 
(30% vs 26%), rurality (29% vs 26%), and chronic physical (30% vs 26%) 
or behavioral health conditions (24% vs 23%).
Conclusions: Given this data lag could result in missed opportuni-
ties to identify complex delivery patients for early intervention, we 
prioritized working with SCRFA to permanently improve data link-
ages to Medicaid eligibility resulting in nearly complete records as 
of October 2023 with public reporting now only six months from the 
date of delivery. The volume of data, linkage across three data sources, 
and ongoing data has enabled obstetric providers to access real-time 
robust data for quality improvement. This investigation has ensured 
that some of the most highly vulnerable delivery patients are now 
represented.
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Study Objectives: Air pollution in the US has declined since the 
1970s, but disparities in exposure to harmful air pollutants like fine 
particulate matter (PM2.5) persist. Previous research has examined 
associations between air pollution exposure and individual factors 
such as socioeconomic status or race/ethnicity but seldom explored 
social vulnerability or temporal trends in South Carolina (a state char-
acterized by significant health issues and inequities). The purpose 
of this study was to investigate the relationship between PM2.5 and 
overall social vulnerability in SC from 2000-2018.
Methods: The CDC/ATSDR Social Vulnerability Index (SVI) was used for 
all census tracts in SC (n=867 as of 2000) based on four components: 
minority status and language (comprised of two variables), socioeco-
nomic status (four variables), housing type and transportation (five 
variables), and household composition and disability (four variables). 
Overall SVI was categorized into tertiles (low=289, moderate=290, 
high=288). North American estimates of annual surface PM2.5 con-
centration (μg/m3) from Washington University in St. Louis were ascer-
tained for each tract from 2000 through 2018. A repeated measures 
ANOVA was used to analyze trends and disparities in PM2.5 for low, 
moderate, and high SVI tracts (controlling for tract urbanicity).
Results: Tracts at the low, moderate, and high vulnerability levels 
observed respective PM2.5 decreases of 48.1%, 49.1%, and 48.3% from 
2000 to 2018. A significant change in mean PM2.5 occurred over the 
19-year study period (F=24494.3, p<.0001), with a significant tract by 
SVI tertile interaction (F=3.49, p<.0001). Annual PM2.5 differences 
relative to the 2000 baseline were significant in six of the 19 years ana-
lyzed. High-vulnerability tracts consistently exhibited higher average 

annual PM2.5 concentrations than their moderate and low-vulnerabil-
ity counterparts, except in 2012 and 2016. Statistically significant find-
ings were also observed for the SVI components.
Discussion: The results of this study revealed a significant reduction in 
average annual PM2.5 concentrations across all levels of social vulner-
ability (low, moderate, high) from 2000 to 2018. Further, a significant 
interaction between tract and SVI tertiles indicated that the change in 
PM2.5 concentrations differed according to social vulnerability level, 
suggesting that the impact of air quality improvements on commu-
nities was not uniform. These findings underscore the ongoing need 
for environmental justice efforts and highlight the complex interplay 
between social factors and air quality trends.
This abstract was selected as the Best Poster Presentation from an Emerging 
Scholar in the Poster Session 2
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Background: Children diagnosed with autism spectrum disorder 
(ASD) face unique healthcare challenges owing to the diverse nature 
of the condition. ASD is characterized by a spectrum of medical, 
developmental, and behavioral needs, often requiring specialized 
and comprehensive healthcare services. The healthcare needs of this 
population extend beyond traditional medical services, encompass-
ing behavioral and developmental support to enhance their overall 
well-being. In this context, the concept of a medical home emerges as 
a crucial component in delivering holistic care for children with ASD. 
A medical home refers to a centralized, family-centered approach to 
healthcare that provides coordinated and continuous care for indi-
viduals. This study delves into the intricate dynamics surrounding 
healthcare utilization for children aged 3 to 17 years with ASD in the 
United States. Understanding these patterns is essential for addressing 
the specific needs of this population and improving overall healthcare 
equity.
Objectives: The primary objective of this research is to examine the 
impact of the interaction between consistent and adequate health 
insurance coverage and access to a comprehensive medical home 
environment on various healthcare utilization outcomes, including 
medical care, emergency room (ER) visits, preventive care utilization, 
mental healthcare, and instances of forgone healthcare.
Methods: Logistic regression models were applied to analyze adjusted 
odds ratios (AOR) and 95% confidence intervals (CI) using data from 
the National Survey of Children’s Health (NSCH) spanning the years 
2016 to 2021. The NSCH dataset, a nationally representative survey, 
provided a robust foundation for exploring the multifaceted relation-
ships within the diverse population of children with ASD. In our sam-
ple, comprising 5,489 children with ASD weighted to a population of 
1,652,862, the logistic regression models considered a range of control 
variables, ensuring a nuanced and comprehensive analysis.
Results: The findings offer valuable insights into the complex inter-
play of health insurance coverage and medical home environments 
on healthcare utilization outcomes (Table  1). Children with incon-
sistent health insurance coverage but residing in a comprehensive 
medical home environment exhibited increased odds of medical care 
utilization (AOR=1.64, 95% CI: 1.01-2.67). Notably, older children in the 
15-17 age group demonstrated reduced odds of preventive care utili-
zation compared to their younger counterparts (3-7 years) (AOR=0.34, 
95% CI: 0.22-0.54), highlighting potential gaps in age-specific health-
care interventions for this population. Instances of forgone healthcare 
were notably associated with inconsistent health insurance coverage 
and the absence of a comprehensive medical home environment 
(AOR=3.43, 95% CI: 1.66-7.12). This suggests that the lack of consist-
ent coverage coupled with the absence of a supportive medical home 
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environment may contribute to challenges in accessing necessary 
healthcare services, emphasizing the need for targeted interventions 
to mitigate these barriers.
Discussion & Conclusion: The logistic regression analysis provides 
a comprehensive understanding of healthcare utilization patterns 
among children with ASD. These findings underscore the impor-
tance of consistent health insurance coverage and the presence of a 
comprehensive medical home environment in facilitating adequate 
healthcare access and utilization. Tailoring interventions to address 
age-specific healthcare needs and ensuring consistent coverage and 
supportive medical home environments are crucial for enhancing 
healthcare equity and improving overall well-being for this vulner-
able population.

Keywords: Healthcare utilization; Health insurance; Medical Home; 
preventive care; medical care; children

Table 1 (Asbtract P14) Multivariable logistic regression estimates

Medical care ER Preventive 
care

Mental 
Healthcare

Forgone health 
care

Adjusted AOR 
(95% CI)

Adjusted AOR 
(95% CI)

Adjusted AOR 
(95% CI)

Adjusted AOR 
(95% CI)

Adjusted AOR 
(95% CI)

Health insurance coverage and medical home environment comprehensiveness (Ref: Consistent coverage & compre-
hensive medical home environment)

 Inconsistent 
coverage but 
comprehensive 
medical home 
environment

1.64 (1.01-2.67) 1.27 (0.82-1.98) 1.46 (0.94-2.26) 1.23 (0.86-1.76) 1.54 (0.75-3.17)

 Consistent 
coverage but no 
comprehensive 
medical home 
environment

0.71 (0.40-1.27) 0.79 (0.45-1.39) 0.64 (0.37-1.10) 1.03 (0.65-1.61) 0.79 (0.36-1.75)

 Inconsistent 
coverage & no 
comprehensive 
medical home 
environment

0.93 (0.55-1.58) 0.89 (0.58-1.38) 0.68 (0.43-1.07) 0.98 (0.68-1.43) 3.43 (1.66-7.12)

Income Status (Ref: 0-99%)

 100%-199% FPL 1.06 (0.65-1.74) 0.62 (0.37-1.02) 0.71 (0.43-1.18) 0.80 (0.51-1.25) 1.16 (0.64-2.10)

 200%-399% FPL 1.02 (0.61-1.68) 0.68 (0.43-1.07) 0.82 (0.50-1.34) 0.61 (0.41-0.91) 0.89 (0.52-1.52)

 400% FPL or 
greater

1.01 (0.58-1.75) 0.49 (0.30-0.80) 0.78 (0.45-1.33) 0.69 (0.45-1.05) 0.43 (0.23-0.80)

Race and Ethnicity of Child (Ref: White)

 Black 0.46 (0.27-0.76) 1.02 (0.69-1.50) 0.63 (0.40-1.01) 0.71 (0.49-1.03) 0.75 (0.39-1.45)

 Hispanic 0.48 (0.30-0.78) 0.70 (0.42-1.18) 0.69 (0.45-1.06) 0.76 (0.53-1.11) 1.29 (0.68-2.47)

 Others 0.65 (0.39-1.06) 0.68 (0.46-1.01) 0.86 (0.55-1.34) 0.78 (0.58-1.06) 0.97 (0.61-1.55)

Age of child (Ref: 3 - 7 years old)

 8-11 years old 0.65 (0.39-1.09) 0.99 (0.68-1.46) 0.53 (0.33-0.83) 1.21 (0.84-1.75) 0.99 (0.66-1.49)

 12-14 years old 0.70 (0.39-1.27) 1.24 (0.80-1.92) 0.72 (0.43-1.21) 1.81 (1.24-2.66) 1.45 (0.84-2.49)

 15-17 years old 0.31 (0.19-0.53) 1.01 (0.71-1.43) 0.34 (0.22-0.54) 2.15 (1.53-3.03) 1.80 (1.10-2.95)

Child Sex (Ref: Female)

 Male 0.77 (0.49-1.21) 0.92 (0.65-1.28) 1.10 (0.72-1.66) 0.91 (0.67-1.23) 1.09 (0.73-1.63)

Out-of-Pocket Cost for Childcare (Ref: Less than 250$)

 $250 - $499 1.03 (0.57-1.85) 0.81 (0.52-1.26) 0.98 (0.59-1.63) 0.79 (0.54-1.14) 1.08 (0.51-2.29)

 $500 - $999 1.69 (0.88-3.27) 1.12 (0.70-1.77) 1.37 (0.76-2.48) 1.73 (1.18-2.54) 0.82 (0.42-1.59)

 More than $1000 2.60 (1.43-4.71) 1.46 (1.01-2.11) 2.33 (1.39-3.92) 2.26 (1.63-3.12) 1.75 (1.07-2.87)

Household Language (Ref: English)

 Spanish/Other 0.43 (0.22-0.84) 1.16 (0.61-2.20) 0.48 (0.27-0.88) 0.78 (0.39-1.58) 0.22 (0.10-0.51)

Family Resilience (Ref: More Resilient Family)

 Less Resilient 
Family

0.93 (0.62-1.40) 1.04 (0.75-1.46) 0.76 (0.53-1.08) 1.07 (0.81-1.41) 1.36 (0.96-1.93)

Supportive neighborhood (Ref: Yes)

 No 1.63 (1.10-2.41) 1.32 (0.98-1.77) 1.31 (0.94-1.81) 0.96 (0.74-1.24) 1.57 (1.03-2.40)

Highest level of education of any adult in the household (Ref: College degree or higher)

 Less than high 
school

1.25 (0.55-2.85) 1.80 (0.85-3.80) 0.71 (0.34-1.51) 1.00 (0.51-1.95) 0.53 (0.20-1.43)

 High school 
degree or GED

0.61 (0.38-1.00) 1.20 (0.80-1.79) 0.66 (0.42-1.02) 1.14 (0.78-1.67) 0.89 (0.47-1.68)

 Some college 
or technical 
school

0.81 (0.52-1.27) 1.34 (0.94-1.92) 0.86 (0.59-1.27) 1.43 (1.07-1.92) 0.90 (0.58-1.39)

Medical care ER Preventive 
care

Mental 
Healthcare

Forgone health 
care

Adjusted AOR 
(95% CI)

Adjusted AOR 
(95% CI)

Adjusted AOR 
(95% CI)

Adjusted AOR 
(95% CI)

Adjusted AOR 
(95% CI)

Rurality ( Ref : Urban)

 Rural 1.19 (0.73-1.93) 1.17 (0.81-1.70) 1.09 (0.73-1.65) 0.77 (0.57-1.05) 0.99 (0.62-1.59)

 Missing 0.83 (0.51-1.36) 1.15 (0.83-1.61) 0.83 (0.55-1.26) 0.93 (0.70-1.22) 1.04 (0.65-1.65)

Region (Ref: West)

 Northeast 0.68 (0.39-1.20) 1.01 (0.65-1.56) 1.13 (0.69-1.85) 1.79 (1.23-2.61) 0.73 (0.38-1.39)

 Midwest 0.86 (0.50-1.48) 1.01 (0.67-1.53) 1.57 (0.97-2.52) 1.18 (0.82-1.69) 0.57 (0.35-0.93)

 South 0.68 (0.42-1.12) 0.92 (0.62-1.38) 1.15 (0.75-1.76) 0.95 (0.65-1.37) 0.81 (0.48-1.35)

 5 0.38 (0.20-0.73) 1.30 (0.78-2.17) 0.64 (0.37-1.11) 1.27 (0.84-1.94) 0.53 (0.30-0.94)

FPL Federal Poverty Level, CI Confidence intervals
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Study Objective: Attention-deficit hyperactivity disorder (ADHD) is 
a prevalent childhood mental health disorder, affecting a significant 
portion of the pediatric population worldwide. Stimulant medications, 
commonly prescribed for ADHD, are pivotal in managing symptoms 
and improving quality of life. Baweja et  al. discovered that children 
who received stimulant treatment experienced reduced rates of school 
absenteeism and were less prone to be retained [1]. This study aims 
to build upon previous findings by exploring the nuanced effects of 
ADHD medication on school absenteeism, particularly focusing on the 
roles of gender and comorbid conditions, aspects that have not been 
thoroughly examined in prior research. It’s essential to understand the 
pivotal role that these medications play in managing ADHD symptoms 
and their potential influence on educational performance.
Methods: This retrospective study analyzed Medicaid claims data 
from continuously enrolled South Carolina children (2016-2019). 
We focused on children with at least two ADHD diagnoses, exam-
ining the impact of stimulant medications (methylphenidate and 
amphetamine) on school absenteeism. Gender was considered as a 
key covariate to explore potential differences in medication effects 
on absenteeism. Causal forest analysis was employed to estimate the 
Average Treatment Effect (ATE) and to identify variations in treatment 
effects across subgroups. In this context, a more negative ATE value is 
desirable, as it indicates a greater medication effectiveness in reduc-
ing absenteeism. This analysis enables a detailed examination of how 
medication effects may differ across various demographics, including 
gender.
Results: The study focused on 2,881 children aged 7-15 years, diag-
nosed with ADHD at least twice. Among these, 16% were on methyl-
phenidate and 21% on amphetamine. The Average Treatment Effect 
(ATE) of ADHD medication on school absenteeism was -0.1569, dem-
onstrating that medication use generally reduced absenteeism. In 
subgroup analysis, gender-specific differences emerged. For females, 
the ATE was 0.4947, suggesting that medication was less effective in 
reducing absenteeism among females compared to males, who had 
an ATE of -0.2153, indicating a more significant reduction in absentee-
ism. Furthermore, children with severe asthma showed a substantial 
decrease in absenteeism with an ATE of -4.7687, demonstrating the 
effectiveness of ADHD medication in this subgroup.
Discussion: The study highlights the nuanced impact of ADHD medi-
cation on school absenteeism, varying by gender and comorbid con-
ditions. The findings suggest that medication may be more effective 

mailto:zichunm@email.sc.edu


Page 23 of 33BMC Proceedings  2024, 18(Suppl 8):9 

in reducing absenteeism among males and those with severe asthma. 
These insights emphasize the need for personalized medication strat-
egies and targeted interventions in managing ADHD. Further research 
should explore the underlying mechanisms of these heterogeneous 
effects and the role of unobserved confounders.
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Background: The higher education institution landscape is rapidly 
evolving; it is complex with increased competitiveness [1] and is fac-
ing unprecedented challenges in ensuring the health, well-being 
and success of its student populations. Therefore, higher education 
institutions utilize Institutional Research (IR) services for student and 
staff analyses, aiming to provide evidence-based planning and deci-
sion support in teaching, learning, and research. Despite various 
standalone datasets covering student profiles, teaching experiences, 
persistence studies, employability, health, climate assessment, and 
satisfaction, these datasets lack a comprehensive view of attrition and 
non-persistence learning in distance higher education. The amalga-
mation of these various datasets presents an opportunity to form a 
substantial big data repository, offering a consolidated perspective on 
learning challenges. This, in turn, guides policy and interventions, fos-
tering harmonized data and integrated analyses to enhance student 
success.
Aim: This study explored the feasibility and implications of applying 
big data methodologies to analyze diverse health-related datasets 
generated by institutional research in a South African distance higher 
education institution.
Methods: This descriptive desktop study explored an array of insti-
tutional research data types and their sources according to calen-
dared, commissioned, and planned research to assess the feasibility 
of applying big data approaches. Data were sourced from the IR 
repository, consisting of multiple datasets that informed decision-
making processes in the institution. Data were analyzed descrip-
tively by applying Laney’s (2001) big data characteristics of the 
5 Vs Model (volume, velocity, veracity, variety and value), which 
extended from Gartner’s model [2]. In total, 5 staff and 16 student 
health-related datasets were analyzed (Table 1 and 2).
Results

1) Institutional research staff-related health studies
2) Institutional research student-related health studies

Lessons Learned: The wealth of health-related data generated 
through institutional research from student walk and empirical 
research provides valuable insights worth unravelling in the form of 
big data. Most non-amalgamated staff and student health-related 
data did not possess all the five traits of big data; however, the value 
was high, signifying the relevance of institutional research in higher 
education. The amalgamated data will require enrichment to apply 
Big data approaches significantly. Leveraging Big Data technology 
to gain insights from health IR data sources will be crucial, ultimately 
contributing to enhancing educational strategies.

Acknowledgements
We would like to acknowledge the Specialist Institutional Research-
ers who led the various studies, producing insightful reports for 
decision-making purposes. Our appreciation also goes to the ana-
lysts in the Business Intelligence Directorate for providing essential 
datasets enriching the analysis.
This abstract was selected as the Best Overall Poster Presentation in the 
Poster Session 2

References
1. Daniel B. Big Data and analytics in higher education: Opportuni-

ties and challenges. British journal of educational technology. 2015 
Sep;46(5):904-20.

2. Laney D. Data Management: Controlling Data Volume, Velocity, and 
Variety.–Stamford: META group Inc., 2001. Eng.). Available from: http:// 
blogs. Gartn er. com/ doug- laney/ files/ 2012/ 01/ ad949- 3D- Data- Manag 
ement- Contr olling- Data- Volume- Veloc ity- and- Varie ty.

Table 1 (Abstract P16) Institutional Research staff related health studies

Focus Area Dataset Source Volume Velocity Veracity Variety Value

Health and 
Well-
being

1 Staff Pulse survey 
during COVID- 19 
(n=882)

Survey Low Real-time Low Structured High

2 Staff burnout post 
Covid 19 (n=114)

Survey Low Periodic High Structured High

3 Staff utilisation of 
health services 
(5-year trends 
annual reports)

HR Annual 
Well-
ness 
Reports

Low Periodic Low Unstructured High

Satisfac-
tion 
Levels

4 Climate research
2012: (n=2 027)
2015: (n=6 493)
2017: (n=3 404)
2021: (n=1 226)

Survey Low Periodic High Structured High

Institu-
tional 
Culture

5 Workplace bullying
(n=900)

Survey Low Periodic High Structured & 
unstruc-
tured

High

Table 2 (Abstract P16) Variety of Institutional Research student related 
health studies

Focus Area Dataset Source Volume Velocity Verac-
ity

Variety Value

Health and 
Well 
being

1 Student burnout 
(n=5 400)

Survey Low Periodic High Structured & 
unstruc-
tured

High

2 Food insecurity among 
students (n=7 464)

Survey Low Periodic High Structured & 
unstruc-
tured

High

Satisfac-
tion 
Levels

3 Student satisfaction 
survey: Wave 
1- Application & Reg-
istration (n=88 000). 
Year: 2005-2023

Survey Low Real-
time 
Peri-
odic

High Structured & 
unstruc-
tured

High

4 Student satisfaction 
survey (Wave 2): 
Teaching & learning 
and student support 
(n=85 500). Year: 
2005-2023

Survey Low Periodic High Structured & 
unstruc-
tured

High

Enrolment 
Trends

5 International Student 
Profile

Student 
Informa-
tion 
System

Medium Real-
time

Low Structured High

6 Student profile Student 
Informa-
tion 
System

High Real-
time

Low Structured High

7 Application and regis-
tration analysis

Student 
Informa-
tion 
System

High Real-
time

Low Structured High

8 Application and regis-
tration analysis 
for students with 
disabilities

Student 
Informa-
tion 
System

Low Real-
time

Low Structured High
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Focus Area Dataset Source Volume Velocity Verac-
ity

Variety Value

Student 
Engage-
ment 
Studies

9 Student Profile Survey 
(n=19 456). Year: 2021 
& 2023

Survey Periodic High Structured & 
unstruc-
tured

High

10 Student Pulse Surveys 
during Covid-19 
(n=25 948)

Survey Low Real-
time

Low Structured & 
unstruc-
tured

High

11 Student device and 
data access (n= 
224 752)

Survey Low Real-
time

Low Structured & 
unstruc-
tured

High

12 Student Pulse Surveys 
during Covid-19 
(n= 25 948)

Survey Low Periodic High Structured & 
unstruc-
tured

High

13 Shadowmatch (habits 
and behaviours) 
(n=80 000)

Survey Low Periodic High Structured & 
unstruc-
tured

High

14 Students with dis-
ability experiences 
during Covid 19 
(n=443)

Survey Low Periodic High Structured & 
unstruc-
tured

High

15 First Year Experience 
study (n= 6 853)

Survey Low Periodic High Structured & 
unstruc-
tured

High

Employment 
and career 
tracer 
studies

16 Health Studies 
Employer survey 
(n=150)

Survey Low Periodic High Structured & 
unstruc-
tured

High
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Study Objective: To assess prevention quality indicators (PQI) devel-
oped by the Agency for Healthcare Research and Quality (AHRQ) to 
identify rates of potentially preventable hospitalizations (ED and inpa-
tient visits) among a population-based cohort of adults with traumatic 
spinal cord injury (TSCI) in South Carolina (SC).
Background: Persons with TSCI are at higher risk for acute and chronic compli-
cations, secondary health conditions, and high rates of hospitalization. After TSCI, 
causes for potentially preventable hospitalization include heart failure, pulmonary 
edema, pneumonia, urinary tract infections, hypertension, and diabetes [1,2,3,4,5], 
many of which are avoidable or responsive to high quality primary care [6,7,8]. 
There is evidence that persons with TSCI receive suboptimal preventive care, but 
only limited evidence regarding the use of PQI among those with TSCI.
Methods: Study procedures were approved by an institutional review board. Par-
ticipants included all persons in the SC TSCI Surveillance Registry prior to 2015 who 
were alive and ≥18 years old in 2018 (n=2,531). Hospital use during 2016-2018 was 
tracked by the SC Revenue & Fiscal Affairs Office. Potentially preventable hospital vis-
its were identified using computer code, definitions and framework developed by 
AHRQ for PQI [9]. National rates for 2018 were calculated by AHRQ; due to smaller 
numbers, rates for SC and SC residents with TSCI were averaged over 2016-2018.
Outcome Measures: PQI are used to identify hospitalizations for 
acute or chronic ambulatory care sensitive conditions that are poten-
tially preventable with high quality primary/ambulatory care.
Results: Hospitalization rates for several conditions for SC adults with 
chronic TSCI were significantly higher than for those in the general SC 
population (Table  1). Rates for both SC populations are significantly 
higher than the national population rates.
Discussion: The rates of potentially preventable hospital use for the 
SC TSCI population are significantly higher for certain conditions 
than for the SC general population rates. There is a need to better 

understand these conditions and the primary care needs of patients 
with TSCI to prevent unnecessary hospitalizations.

Acknowledgements
Efforts were supported by a grant from the National Institute on Disa-
bility, Independent Living, and Rehabilitation Research (NIDILRR grant 
number 90IF0119-02-00) and from the SC Spinal Cord Injury Research 
Fund (SCIRF #2017 SI-02).

References
1. Guilcher SJT, Craven BC, et al. Is the emergency department an appropri-

ate substitute for primary care for persons with traumatic spinal cord 
injury? Spinal Cord. 2013; 51:202-208.

2. Mahmoudi E, Lin P, et al. Preventative services use and risk reduction for 
potentially preventative hospitalizations among people with traumatic 
spinal cord injury. Arch Phys Med Rehabil. 2022; 103:1255-62.

3. Khosravi S, Khayyamfar A, et al. Indicators of quality care in individuals 
with traumatic spinal cord injury: a scoping review. Global Spine J. 2022; 
12:166-181.

4. Herrmann AA, Chrenka EA, et al. Potentially preventable readmissions 
after acute inpatient rehabilitation. Am J Phys Med Rehabil. 2023; 
102:1014-1019.

5. Rose S, Stineman M, et al. Potentially avoidable hospitalizations among 
people at different activity of daily living limitation stages. Health Serv 
Res. 2017; 52:131-155.

6. Bychkovska O, Tederko P, et al. Does stronger primary care improve 
access to health services for persons with spinal cord injury? Evidence 
from eleven European countries. J Spinal Cord Med. 2023; 27:1-11.

7. Lofters A, Chaudhry M, et al. Preventive care among primary care patients 
living with spinal cord injury. J Spinal Cord Med. 2019; 42:702-708.

8. Milligan J, Lee J, et al. Improving primary care for persons with spinal cord 
injury: development of a toolkit to guide care. J Spinal Cord Med. 2020; 
364-373.

9. Agency for Healthcare Research & Quality. Prevention Quality Indicators 
(PQI) Benchmark Data Tables, v2021. 2021; http:// www. quali tyind icato rs. 
ahrq. gov.

Table 1 (Abstract P17) Comparison of PQI rates (per 100,000) among US 
and SC populations and the SC population with TSCI

PQI US SC TSCI
2018 2016-2018 2016-2018

Diabetes Short-Term Complications 82 99 172

Diabetes Long-Term Complications 109 117 172

COPD or Asthma in Older Adults 381 496 917*

Hypertension 61 77 120

Heart Failure 430 466 491

Community-Acquired Pneumonia 184 196 504*

Urinary Tract Infection 135 154 1,168*

Uncontrolled Diabetes 42 52 93

Asthma in Younger Adults 29 30 33

Lower-Extremity Amputation Among 
Patients with Diabetes

32 39 53

PQI Overall Composite 1,301 1,503 3,303*

PQI Acute Composite 318 350 1,672*

PQI Chronic Composite 983 1,154 1,631*

PQI Diabetes Composite 248 286 477

* statistically significant difference (p<.05) based on chi square or fisher’s exact test
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Objective: To examine rural and racial/ethnic differences in low-risk 
cesarean delivery rates before and during the COVID-19 pandemic.
Methods: A retrospective cohort of all South Carolina live births deliv-
ered from 2018-2021 was identified by linking birth certificate records 
and all-payer hospital discharge data (n=194,393). This study used the 
data from two low-risk pregnancy cohorts: 1) those with Nulliparous, 
Term, Singleton, Vertex (NTSV, n=65,974) and 2) those without prior 
cesarean (primary, n=167,928). Cesarean outcomes were identified 
based on birth certificate records and validated using International 
Classification of Diseases-10th revision (ICD-10), Diagnostic-Related 
Groups (DRG) and Current Procedural Terminology (CPT) codes. Rural 
or urban location of birthing hospital was defined using the 2013 
Urban Influence Codes. Race and ethnicity of birthing individuals were 
categorized as non-Hispanic White, non-Hispanic Black, Hispanic, and 
all other races. Multilevel multivariable logistic regression assessed 
differences in cesarean outcomes by rural/urban childbirth hospital 
location and race/ethnicity of birthing people during pre-pandemic 
(January 2018-February 2020) and peri-pandemic periods (March 
2020-December 2021) nested by hospital, adjusting for maternal, 
infant, and facility characteristics.
Results: NTSV and primary cesarean rates differed by rural vs. urban 
locations of birthing hospital and race/ethnicity but were not exac-
erbated by the COVID-19 pandemic. A higher proportion of Black 
birthing people had NTSV and primary cesarean delivery across race/
ethnicity groups regardless of hospital location and pandemic period. 
Adjusted results revealed that Black vs. White disparities remained 
for NTSV cesarean, but not for primary cesarean. Hispanic individuals 
had the lowest proportions of NTSV and primary cesarean of all race/
ethnicities examined. However, Hispanic individuals had an increased 
likelihood of NTSV cesarean in rural hospital settings pre-pandemic 
(aOR=1.28, 95%CI 1.05-1.56), but this disparity was attenuated during 
the pandemic (aOR=1.13 95%CI 0.93-1.37). The adjusted likelihood of 
primary cesarean for Hispanic individuals was not different from their 
White counterparts.
Discussion: Linking large-scale health records data allowed us to 
examine the intersectionality of rural vs. urban birthing location and 
birthing persons’ race and ethnicity on low-risk cesarean delivery in 
South Carolina. Our detailed cohort data, representing over 95% of all 
births in SC, allowed us to identify overlapping rural and racial dispari-
ties in low-risk cesarean deliveries. Ongoing surveillance using health 
records data will be valuable in understanding the temporal trends in 
disparities and guiding timely development of future interventions to 
improve equity in South Carolina delivery outcomes.
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Background: The multidimensional nature of the Coronavirus-2019 
(COVID-19) pandemic, characterized by disruptions in healthcare 
systems, lockdown measures, and heightened health concerns, has 
potentially influenced the patterns of medical and preventive health-
care utilization among children [1-3]. Prior research on the effect of the 
COVID-19 pandemic on healthcare utilization in children employed 
yearly trend analysis [4-5]. Yearly trends can sometimes mask sudden 
shifts in data due to gradual changes over time. The pandemic intro-
duced acute disruptions that are not part of a linear trend, thus clas-
sifying into two distinct periods (pandemic and pre-pandemic) could 
more accurately reflect the sudden and profound effects of the pan-
demic on medical and preventive healthcare utilization.
Objective: The study aimed to determine the effect of the COVID-19 
pandemic on medical and preventive healthcare utilization among 
children 0-17 years in the United States.
Methods: National Survey of Children’s Health (NSCH) data for 2016-
2019 (pre-pandemic period) and 2020-2021 (pandemic period) from 
the 50 States and Washington DC (n= 221,297 representing 71,423,669 
children aged 0-17 years) were used to determine the effect of the 
COVID-19 pandemic (exposure variable) on medical and preventive 
healthcare utilization (outcome variables). Medical healthcare utiliza-
tion was defined as any medical care visit from health professionals in 
the preceding 12 months while preventive healthcare utilization was 
defined as having one or more preventive healthcare checkups in the 
preceding 12 months [6]. Multivariable logistic regression analyses 
were performed to examine the association between exposure and 
outcome variables after controlling for demographic factors.
Results: Medical care visits among children aged 0-17 years were 
lower in the pandemic period [80.6% (79.9-81.2%)] than pre-pandemic 
period [83.0% (82.5-83.5%)]. Similarly, preventive care visits showed a 
decrease in the pandemic period [76.7% (76.0-77.4%)] as compared 
to the pre-pandemic period [79.8% (79.2-80.3%)] as shown in Table 1. 
After controlling for demographic variables, the odds of medical care 
visits [Adjusted Odds Ratio (AOR):0.85;95%CI:0.80-0.90) and preven-
tive care visits [AOR:0.83;95%CI:0.79-0.88] were lower in the pandemic 
than pre-pandemic periods. Children who were Non-Hispanic Blacks, 
and Hispanics, resided in rural areas, lived in households with income 
below 400% Federal Poverty Level, and spoke languages other than 
English experienced lower odds of having medical and preventive 
healthcare utilization (Table 2).
Discussion: The study reveals lower medical and preventive health-
care utilization among children aged 0-17 years during the COVID-
19 pandemic. Despite the need for cautious interpretation, as the 
2020 estimates of healthcare utilization in NSCH were based on 
the preceding 12 months, potentially limiting its sensitivity to the 
acute effects of the pandemic, the study provides crucial insights on 
pediatric healthcare utilization. The lower odds of healthcare utiliza-
tion reported among Non-Hispanic Blacks, Hispanics, those residing 
in rural areas, households with income below 400% of the Federal 
Poverty Level, and those with non-English languages signal a critical 
need for targeted interventions to address and rectify the exacer-
bated health disparities highlighted by the pandemic. Implemen-
tation of public health strategies, policy adjustments, and resource 
allocation to ensure equitable access to healthcare for all children 
during crises are hereby advocated.
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Table 1 (Abstract P18) Summary statistics and proportion of healthcare 
utilization among children 0-17 years, NSCH 2016-2021

Variables N (Weighted%) Medical Care 
Utilization

Preventive Care 
Utilization

Weighted % 
(95%CI)

Weighted % 
(95%CI)

Total 221297 
(100.0%)

82.2 (81.8-82.6) 78.7 (78.3-79.2)

Pandemic period
 Pandemic 92680 (33.4) 80.6 (79.9-81.2) 76.7 (76.0-77.4)

 Pre-pandemic 128617 (66.6) 83.0 (82.5-83.5) 79.8 (79.2-80.3)

Age category
 0 – 3 years 43596 (21.3) 88.7 (87.9-89.5) 86.9 (86.0-87.7)

 4 – 7 years 46274 (21.8) 85.1 (84.3-85.9) 82.1 (81.3-83.0)

 8 – 11 years 45065 (22.8) 80.0 (79.0-80.8) 75.8 (74.8-76.7)

 12 – 14 years 38768 (17.2) 78.7 (77.6-79.8) 74.7 (73.6-75.8)

 15 – 17 years 47594 (17.0) 76.9 (75.9-77.8) 72.3 (71.2-73.3)

Sex
 Female 106767 (48.9) 82.3 (81.7-82.8) 78.8 (78.1-79.4)

 Male 114530 (51.1) 82.2 (81.6-82.7) 78.7 (78.2-79.3)

Educational attainment
 Less than 

high school
5343 (9.1) 61.7 (59.2-64.1) 57.6 (55.1-60.0)

 High school 
degree/GED

28350 (19.2) 75.2 (74.1-76.3) 71.1 (70.0-72.2)

 Some col-
lege/technical 
school

49867 (21.5) 81.8 (81.0-82.5) 77.9 (77.0-78.7)

Variables N (Weighted%) Medical Care 
Utilization

Preventive Care 
Utilization

Weighted % 
(95%CI)

Weighted % 
(95%CI)

 College 
degree or 
higher

137737 (50.2) 88.8 (88.4-89.2) 85.9 (85.5-86.3)

Race-ethnicity
 NH White 151183 (51.3) 86.5 (86.2-86.9) 82.9 (82.5-83.3)

 NH Black 13897 (13.2) 80.0 (78.8-81.2) 77.2 (75.9-78.4)

 Hispanic 26978 (24.9) 75.5 (74.2-76.7) 72.1 (70.7-73.3)

 Others 29239 (10.9) 80.1 (79.0-81.1) 76.6 (75.5-77.7)

Family income
 0 – 99% FPL 25435 (19.3) 72.7 (71.5-73.9) 69.1 (67.8-70.3)

 100 – 199% 
FPL

35552 (21.4) 78.6 (77.5-79.6) 74.7 (73.6-75.8)

 200 – 399% 
FPL

68123 (28.1) 83.6 (82.9-84.2) 79.8 (79.0-80.5)

 400% FPL or 
greater

92187 (31.2) 89.3 (88.9-89.7) 86.6 (86.1-87.0)

Language spoken at home
 English 205847 (85.4) 84.5 (84.1-84.9) 81.0 (80.6-81.4)

 Spanish/
other

15450 (14.6) 68.9 (67.3-70.6) 65.4 (63.7-67.1)

Rurality
 Urban 135537 (77.5) 82.3 (81.8-82.8) 79.0 (78.5-79.5)

 Rural 27888 (10.4) 79.1 (78.1-80.0) 73.9 (72.9-74.9)

 Unspecified 57872 (12.0) 84.1 (83.5-84.7) 81.1 (80.5-81.8)

Region
 West 59931 (24.2) 79.4 (78.3-80.4) 75.5 (74.4-76.6)

 Northeast 37756 (15.9) 86.2 (85.4-87.0) 84.0 (83.1-84.8)

 Midwest 54021 (21.1) 82.9 (82.3-83.5) 79.4 (78.8-80.1)

 South 69589 (38.8) 81.9 (81.3-82.6) 78.3 (77.6-79.0)

Out of pocket care expenses
 None or 

<$250
114691 (60.5) 78.8 (78.2-79.4) 75.5 (74.9-76.1)

 $250-$499 37325 (14.2) 87.2 (86.4-88.0) 83.1 (82.2-84.0)

 $500-$999 28345 (10.3) 88.1 (87.1-89.0) 84.4 (83.4-85.5)

 $1000-$5000 38488 (13.6) 89.0 (88.2-89.8) 85.7 (84.8-86.5)

 Undisclosed 2448 (1.4) 69.5 (65.3-73.4) 65.0 (60.7-69.0)

Child overall health status
 Excellent/

good
218675 (98.4) 82.2 (81.8-82.6) 78.8 (78.3-79.2)

 Fair/poor 2622 (1.6) 84.2 (81.8-82.6) 77.5 (72.3-81.9)

FPL Federal Poverty Level, NH Non-Hispanic GED

https://www2.census.gov/programs-surveys/nsch/technical-documentation/methodology/2020-NSCH-Methodology-Report.pdf%20Accessed%20Nov29
https://www2.census.gov/programs-surveys/nsch/technical-documentation/methodology/2020-NSCH-Methodology-Report.pdf%20Accessed%20Nov29
https://www2.census.gov/programs-surveys/nsch/technical-documentation/methodology/2020-NSCH-Methodology-Report.pdf%20Accessed%20Nov29
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Table 2 (Asbtract P18) Multivariable logistic regression model with 
medical and preventive healthcare utilization depression among children 
aged 0-17years, NSCH 2016-2021

Variablesa Medical Care Utilization Preventive Care Utilization

Crude OR (95%CI) Adjusted OR 
(95%CI)

Crude OR (95%CI) Adjusted OR (95%CI)

Pandemic period

 Pandemic 0.847 (0.802-0.896) 0.845 (0.797-0.895) 0.836 (0.794-0.879) 0.833 (0.789-0.878)

 Pre-pandemic 1 1 1 1

Age category

 0 – 3 years 1 1 1 1

 4 – 7 years 0.728 (0.656-0.808) 0.717 (0.645-0.797) 0.693 (0.630-0.763) 0.682 (0.619-0.752)

 8 – 11 years 0.507 (0.459-0.560) 0.506 (0.458-0.560) 0.471 (0.429-0.516) 0.469 (0.427-0.515)

 12 – 14 years 0.470 (0.424-0.522) 0.465 (0.418-0.516) 0.446 (0.405-0.490) 0.441 (0.401-0.486)

 15 – 17 years 0.422 (0.382-0.466) 0.409 (0.369-0.453) 0.392 (0.358-0.429) 0.382 (0.348-0.419)

Sex

 Female 1 1 1 1

 Male 0.992 (0.939-1.050) 0.996 (0.939-1.056) 0.998 (0.948-1.051) 1.001 (0.948-1.055)

Educational attainment

 Less than high 
school

0.202 (0.181-0.226) 0.371 (0.327-0.425) 0.222 (0.1998-0.248) 0.386 (0.339-0.439)

 High school 
degree/GED

0.382 (0.357-0.409) 0.545 (0.502-0.592) 0.404 (0.379-0.431) 0.556 (0.515-0.600)

 Some college/
technical school

0.564 (0.528-0.602) 0.706 (0.656-0757) 0.577 (0.544-0.612) 0.710 (0664-0.759)

 College degree or 
higher

1 1 1 1

Race-ethnicity

 NH White 1 1 1 1

 NH Black 0.625 (0.576-0.677) 0.847 (0.777-0.924) 0.699 (0.648-0.753) 0.931 (0.858-1.010)

 Hispanic 0.479 (0.445-0.515) 0.858 (0.787-0.936) 0.533 (0.498-0.571) 0.924 (0.852-1.001)

 Others 0.625 (0.582-0.672) 0.701 (0.649-0.757) 0.678 (0.634-0.725) 0.746 (0.695-0.801)

Income based on FPL

 0 – 99% FPL 0.319 (0.295-0.345) 0.679 (0.616-0.749) 0.347 (0.322-0.373) 0.679 (0.619-0.744)

 100 – 199% FPL 0.439 (0.407-0.475) 0.814 (0.746-0.889) 0.459 (0.428-0.493) 0.793 (0.732-0.859)

 200 – 399% FPL 0.609 (0.569-0.652) 0.797 (0.745-0.855) 0.611 (0.575-0.649) 0.779 (0.731-0.829)

 400% FPL or 
greater

1 1 1 1

Language spoken at home

 English 1 1 1 1

 Spanish/other 0.408 (0.375-0.443) 0.682 (0.613-0.757) 0.443 (0.409-0.479) 0.699 (0.633-0.772)

Rurality

 Urban 1 1 1 1

 Rural 0.810 (0.758-0.866) 0.826 (0.769-0.886) 0.751 (0.706-0.799) 0.779 (0.731-0.832)

 Unspecified 1.135 (1.071-1.202) 1.008 (0.944-1.076) 1.142 (1.083-1.204) 1.029 (0.969-1.092)

Region

 West 1 1 1 1

 Northeast 1.623 (1.477-1.783) 1.494 (1.355-1.649) 1.698 (1.556-1.854) 1.592 (1.454-1.743)

 Midwest 1.258 (1.164-1.359) 1.101 (1.011-1.199) 1.253 (1.166-1.346) 1.150 (1.064-1.243)

 South 1.178 (1.089-1.274) 1.166 (1.069-1.273) 1.169 (1.087-1.257) 1.176 (1.085-1.274)

Out of pocket care expenses

 None or <$250 1 1 1 1

 $250-$499 1.833 (1.689-1.988) 1.371 (1.259-1.492) 1.600 (1.487-1.722) 1.225 (1.135-1.323)

 $500-$999 1.993 (1.809-2.197) 1.508 (1.361-1.670) 1.761 (1.616-1.918) 1.366 (1.249-1.494)

 $1000-$5000 2.177 (1.991-2.379) 1.563 (1.426-1.714) 1.944 (1.799-2.100) 1.437 (1.325-1.558)

 Undisclosed 0.614 (0.506-0.745) 0.668 (0.541-0.824) 0.601 (0.499-0.725) 0.649 (0.530-0.794)

Child overall health status

 Excellent/good 1 1 1 1

 Fair/poor 1.153 (0.833-1.594) 1.929 (1.391-2.675) 0.927 (0.702-1.223) 1.485 (1.134-1.944)

FPL Federal Poverty Level, NH Non-Hispanic, CI Confidence intervals
a Outputs are in 3 decimal places to highlight differences in values
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Issues: Big heterogenous HIV-related data has many benefits includ-
ing data optimization and advancing scientific discoveries as well as 
ensuring targeted approaches in the HIV response. The Protection of 
Personal Data Act (POPIA) no.4 of 2013 in South Africa presents unique 
opportunities in terms of adherence to data sharing standards and 
data security. However, complexities around confidentiality, privacy, 
anonymity, and accessibility of data persist. Against this background 
we share lessons learned so far from The Boloka Project in leveraging 
big heterogeneous Key Populations (KPs) and HIV-related data in the 
era of POPIA.
Project: The Harnessing big heterogeneous data to evaluate the 
potential impact of HIV responses among key populations in Sub 
Saharan Africa Project (henceforth referred to as the Boloka Project) 
seeks to bring together data of different types across places, peri-
ods and populations among KPs for harmonization, synthesis, link-
ages, and analysis to inform a targeted HIV response in a region that 
is hardest hit by HIV epidemic. The Boloka Project has five stages (see 
Figure 1). This paper focuses on Stages 1 and 2 which has to do with 
the establishment of meaningful data partnerships to secure HIV-
related data to answer new research questions that would inform the 
HIV response. The process of establishing data partnerships involved 
development of HIV-related indicator list and data catalogue based 
on the UNAIDS Data Monitoring tool and National Strategic Plan HIV, 
STI and TB 2023-2028. This was followed by approaching and secur-
ing data partners, signing of data sharing and data processing agree-
ments. The data sharing agreement were aligned with the “protection 
of personal information”, henceforth referred to as the POPI Act 4 of 
2014, and any other applicable data protection regulation and insti-
tutional legal requirements. The data partnership agreement outlined 
the obligations, expectations, and roles of both parties, type(s) of data, 
as well as utilization and expected outcomes from the shared data.
Lessons Learned: Adherence and alignment to the institutional 
alignment. This can make the process of data sharing quite lengthy 
and tedious, affecting the project progress. Best practices in terms of 
data sharing are needed to enable advance in scientific inquiry. Train-
ing on POPIA and institutional mechanisms to support POPIA regula-
tions are critical. Understanding the data processes, and procedures as 
set out in POPIA is key. Involving multiple role players including legal 
experts for ongoing advice and support is necessary. Having Standard 
Operating Procedures in place is helpful in guiding the implementa-
tion of POPIA. Overall, adherence to best practices in data sharing will 
enhance data optimization and advancement of scientific discoveries.
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Fig. 1 (Abstract P20) Five stages of the Boloka data repository
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Background: Idiosyncratic adverse drug reactions (ADR) are rare 
events that nevertheless limit the benefits of drugs and in some cases 
lead to withdrawal of drugs. Some genetic causes for ADRs are known 
and rare genetic variants could explain why other ADRs occur after 
drugs are approved which is not surprising since clinical trials do not 
have sufficient study size to power the observations of ADRs caused 
by rare genetic variants. We are using machine learning and compu-
tational chemistry to predict what genetic signatures could explain 
some ADRs.
Methods: Considering the number of possible drug and drug metab-
olite-protein combinations that are possible, it essential to have fast 
tools and a sorting method to select those likely to yield results. Our 
tools are a first step toward rapidly identifying candidate ADR-SNV 
interactions. We are building web applications that facilitate this search.
Results: We have created a web application (https:// pharm acoge 
nomics. clas. ucden ver. edu/ pharm acoge nomics/ side- effect/) [1] that 
collects and provides information on pharmaceuticals, their side 
effects, and the predicted metabolites of those drugs. The application, 
called Metabolovigilance, is a fast easy way for researchers to access 
information and chemical structures.
Another web application, GTExome (https:// pharm acoge nomics. 
clas. ucden ver. edu/ gtexo me/), provides on-the-fly creation of protein 
structures with known mutations to explore as possible sources of 
ADRs [2]. This tool is built from two primary data sources; the Exome 
Aggregation Consortium (ExAC)/Gnomad data available from the 
Broad Institute [3] and the NIH Common fund GTEx database [4]. 
Drawing from these two large datasets, GTExome provides tissue spe-
cific information on the distribution of genetics variants. Using GTEx-
ome a list of GeneIDs is produced and from the GeneIDs a list of SNVs 
is prepared. The ExAC and Gnomad datasets provide information on 
all known SNVs within the human exome. The tool allows for sorting 
by frequency, ancestry specific frequency, and other characteristics. By 
using GTEx as input data for performing our SNV searches we avoid 
non-coding regions of the genome and filters for missense only. Our 
web application currently retrieves SNVs based on the proteins listed 
in our GTEx results and then produces 3D structure files for a mutated 
protein using FASPR based on either AlphaFold2 structure [5] or an 
experimental structure (when available) as selected by user after met-
rics are provided.

Discussion: Our open-access, fast screening tools provide suitably 
formatted three-dimensional structures of drugs and their metabo-
lites combined with protein structures while simplifying the process of 
performing docking and analyzing the results. Together, the output of 
these tools can be used for in silico analysis of drug interactions as a 
prelude to experimental validation.
We are seeking to use machine learning techniques to identify false 
positives in virtual screens for binding of drugs and metabolites to 
SNVs. The use of high-quality decoys in particular, is likely to help 
remove false positives from the results. We are seeking to create new 
bioinformatics tools for identifying the off-target binding sites of phar-
maceuticals and their metabolites. Our goal is to build tools that help 
identify the underlying genetic causes of rare and unexplained ADRs 
so these effects can be avoided. Together these tools can be used by 
researchers to prioritize drug protein interactions for further in silico or 
in vitro studies.
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Study Objectives: Respiratory syncytial virus (RSV) is the leading 
cause of acute bronchiolitis in children worldwide and many factors 
may contribute to infection severity. Several clinical scoring tools have 
been developed to evaluate the severity of bronchiolitis infections 
and aid in treatment decisions. However, these tools often lack valida-
tion, exhibit parameter variations, and are not designed to specifically 
address RSV infections. This study aims to systematically review RSV 
severity scoring systems applied to pediatric patients (<18 years old) 
in order to establish a comprehensive understanding of RSV infection 
severity classification for use in the evaluation of patient data sets.
Methods: A systematic review of studies describing the develop-
ment or use of severity scores (≥2 variables) was conducted using 
PubMed. Search terms included severity, severe, severity of illness index, 
classification, RSV, respiratory syncytial virus, respiratory syncytial infection, 
and respiratory syncytial viruses. Reviews, systematic reviews, meta-
analyses, commentaries, letters, and cohort studies with popula-
tions aged >18 years old were excluded. Remaining studies were 
then screened for relevance and the presence of a scoring system. 
Screening was performed by two independent researchers. Parallel 
searches are currently being conducted in the Embase, Web of Sci-
ence, and CINAHL Ultimate databases to reflect a broader range of 
data.
Results: From PubMed, a total of 4884 articles were identified, 334 
met initial inclusion criteria and were screened for use of scoring sys-
tems; a total of 66 were included in the final analysis. Among the 66 
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studies included, 28% (19/66) developed independent scores, while 
71% (47/66) used or modified four frequently encountered tools. 
Notably, all tools incorporated clinical and physical exam findings into 
their scoring criteria. However, results indicate substantial variation in 
these parameters.
Discussion: Our findings demonstrate the extensive variability in clas-
sifying RSV infection severity and the need for a standardized compre-
hensive scoring method. These results will guide the development of 
an evidence-based severity scoring tool to be applied in the evalua-
tion of pediatric patients in Upstate, South Carolina. RSV infection 
severity scores will be paired with analysis of patient demographics 
or other health-associated variables to inform the local community 
about their RSV risk status. Understanding RSV infection severity and 
risks in South Carolina children will drive targeted educational efforts, 
enhance clinical decision-making, and improve patient outcomes.
This abstract was selected as the Best Poster Presentation from an Emerging 
Scholar in the Poster Session 1
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Background: In the healthcare sector, a pronounced technical pro-
ficiency gap poses a challenge, impeding the efficient utilization 
of extensive datasets for meaningful analysis and decision-making. 
Despite possessing domain expertise, healthcare professionals often 
lack the necessary technical skills in advanced big data engineering, 
hindering resource optimization and innovative approaches for dis-
ease diagnosis, patient monitoring, and remote healthcare. Address-
ing this challenge involves solving the issue of big data management 
in healthcare, aiming to bridge the proficiency gap and enhance the 
utilization of data for improved healthcare outcomes.
Methods of Research: This presentation outlines our research on 
optimizing big data management in healthcare databases, focusing 
on experimental approaches.

1. Experimentation on Different Relational Database Engines:

  •  Purpose: Assess the efficacy of relational database engines (e.g., 
MySQL, PostgreSQL, Microsoft SQL Server) in handling health-
care data.

  •  Approach: Conducted experiments using diverse database 
engines to identify the most suitable one for different bigdata 
healthcare use cases.

  •  First Step: Selection of representative healthcare datasets and 
experimental design.

 •  Significance for Presentation: Illustrate the importance of the ini-
tial steps in selecting databases and designing experiments.

2. Customized Methods of Data Management:

  •  Purpose: Implement and evaluate tailored data management 
methods for efficient healthcare data engineering within rela-
tional databases.

  •  Approach: Developed methods include optimizing data indexing, 
partitioning, normalization strategies, and query optimization.

  •  First Step: Design and implementation of customized data man-
agement methods.

 •  Significance for Presentation: Emphasize the critical role of 
method design and implementation in achieving efficient health-
care data management.

Results and Findings: Key findings include the development of 
experimental data engineering methods enhancing data quality, 
computational efficiency, and scalability in diverse healthcare use 
cases. Tailored approaches for different healthcare scenarios under-
score the need for efficient big data storage and pipelines. Practical 
experimentation, comparing data engineering pipelines in contain-
erized applications against traditional pipelines, highlights tangible 
benefits in real-world scenarios, demonstrating practical applicabil-
ity in modern healthcare data management.
Lessons Learned:

1. Focus on Efficiency in Different Scenarios:

  •  Customized data management methods exhibit varying efficien-
cies in different healthcare scenarios.

 •  Tailoring approaches to specific use cases enhances the overall 
efficiency of big data management in healthcare databases.

2. Interdisciplinary Collaboration:
  •  Collaboration between healthcare professionals and data experts 

is crucial for effective data management and analysis in big data 
engineering.

3. Ethical Considerations:
  •  Responsible handling of patient data is emphasized, maintain-

ing trust in healthcare systems in the evolving landscape of data-
driven healthcare.
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Introduction/Objectives: Covid-19, which has been a global pan-
demic for 3 years, as exposure to fatal death, is associated with an 
increase in the development of both stress and mental health events. 
The current opioid epidemic has often been portrayed as a white prob-
lem. Opioid overdose deaths were overwhelmingly dominated by non-
Hispanic white people. As the opioid crisis continues to evolve, several 
studies have called for attention to the spread of opioid overdoses 
among nonwhite populations. To explore the relationship between 
social isolation and opioid overdose, and age, gender, and race/ethnic 
variation on the relationship of social isolation and opioid overdose.
Methods: The opioid over-dose related emergency room (ER) admis-
sion records with ICD-10 code will be pulled from the EHR (The EHR 
database (ORACLE Cerner©). Time series analytics method was applied 
to analysis to data from three time periods which were categorized 
into three stages by control measurements during the pandemic from 
2019-2022. The study measures opioid overdose using emergency 
department (ED) visit data. Visits are classified as heroin poisoning, 
non-heroin poisoning, and opioid use disorder (OUD) ED visits. Meas-
ures of opioid overdose including emergency admission (including 
daily count of opioid overdose in emergency admission, death of 
opioid overdose, and percentage of opioid overdose of emergency 
admission).
Results: The rates of ER visits related to opioid use significantly 
increased during the pandemic after Covid-19 measures were imple-
mented, compared to the period before the pandemic (P<0.05). Opi-
oid-related causes accounted for approximately 1 in 100 ER visits. The 
percentage of ER admissions due to opioid overdose also increased 
during the three stages of the pandemic, according to time-series 
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analysis (P<0.05). Furthermore, health disparities across race/ethnicity 
were observed in ER admissions due to opioid overdose, with minori-
ties being significantly higher compared to others.
Conclusions: Long time social distance for prevent the virus spread 
including shut down school and is a kind of isolation. It contributes to 
the opioid overdose which was the most important public health issue 
across the states before pandemic.

Keywords: COVID-19; Opioid; time series
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Objects: Obesity significantly elevates the risk of non-communicable 
diseases and contributes to heightened feelings of body dissatisfac-
tion. China, in particular faces a notable challenge with high obesity 
rates. Physical activity is widely acknowledged as a potent interven-
tion in addressing adolescent obesity and sedentary behavior are 
recognized as integral components of physical inactivity. While it is 
widely acknowledged that physical activity is associated with Body 
Mass Index (BMI) status, the psychological factors underlying this 
relationship remain poorly understood. This study aimed to develop 
a moderated mediation model to investigate whether weight concern 
mediates this association, conditional on body image perception.
Methods: In 2015, this survey initially recruited 937 adolescents 
in grades 6 to 8, and after one year, a subset of 508 participants 
(54.216%) was followed up. In 2016, These 508 participants com-
pleted a battery of questionnaires assessing their physical activ-
ity level, sedentary behavior, weight concern and body image 
perception. Path analysis was conducted to examine the moderated 
mediation model, and the indirect effects were evaluated using the 
bootstrap procedures with bias-corrected 95% confidence intervals.
Results: Our findings revealed that weight concern played a 
mediating role in the link between sedentary behavior and BMI (β 
=0.044, P < 0.001), which was moderated by body images percep-
tion (Figure  1). Specifically, the conditional indirect effect between 
sedentary behavior and BMI was significant (Table 1), regardless of 
whether body image perception was accurate (effect = 0.050, 95% 
CI= [0.003, 0.105]) or inaccurate (effect = 0.142, 95% CI = [0.008, 
0.288]).
Conclusions: Weight concern operates as a mediator in the link 
between sedentary behavior and BMI, indicating that sedentary 
behavior exerts an indirect influence on BMI through weight con-
cern. Body image perception moderates this mediated pathway 
through weight concern, with the indirect effect being notably 
more pronounced among adolescents who hold an inaccurate per-
ception of their body image.

Discussion: This study is the first to employ structural equation 
modeling to elucidate the complex interplay between physical 
activity levels and BMI from a psychological perspective, with the 
intention of developing more suitable weight management pro-
grams for Chinese adolescents. In addition, the inclusion of seden-
tary behaviors contributes to a more holistic profile of the physical 
activity habits of adolescents. Our findings hold practical implica-
tions, particularly in the treatment of obese adolescents, reducing 
sedentary behaviors and fostering a healthy body image percep-
tion, alongside decreasing the frequency of self-weighing, are advis-
able strategies to mitigate BMI.

Fig. 1 (Abstract P25) Path coefficients of the moderated mediation 
model. * Indicates significant paths: *p < 0.05, **p < 0.01, ***p < 0.001

Table 1 (Abstract P25) Conditional indirect effect of weight concern 
mediated the association between sedentary behavior and BMI moder-
ated by body image perception. (Bias-corrected percentile bootstrap 
analysis)

Mediator Body image 
perception

Effect BootSE BootLLCI BootULCI

Weight concern 0 0.050 0.026 0.003 0.105

1 0.142 0.071 0.008 0.288
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Introduction: Peripartum cardiomyopathy (PPCM) is a rare life-threat-
ening medical condition presenting as idiopathic heart failure in late 
pregnancy or during the early postpartum period in otherwise healthy 
patients. Racial disparities in the rates of morbidity and mortality of 
PPCM have been extensively documented where higher rates occur 
in Black patients. There is minimal research examining the relationship 
between racial/ethnic disparities in PPCM and social determinants of 
health such as neighborhood social disadvantage.
Hypothesis: We hypothesize that neighborhood social disadvan-
tage is associated with PPCM and it contributes to racial/ethnic 
disparities in PPCM, pre-pregnancy hypertension contributes to 
disparities, and that the timing of PPCM mostly occurs during the 
postpartum period.
Methods: We used data obtained from the California Department 
of Health Care Access and Information, which included vital records 
longitudinally linked with hospital discharge records for moth-
ers and infants up to 9 months postpartum for births in California 
from 1997-2018. We created and standardized the Neighborhood 
Deprivation Index (NDI) as a proxy measure for neighborhood social 
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disadvantage and categorized it into quartiles, with quartile 1 indi-
cating the least deprivation and quartile 4 indicating the most dep-
rivation. We examined the distribution of population characteristics 
for non-Hispanic White, non-Hispanic Black, non-Hispanic Asian 
and Hispanic births in the sample by PPCM status. We sequentially 
adjusted multivariable logistic regression models by maternal and 
clinical characteristics to estimate the association of NDI and race/
ethnicity with PPCM using non-Hispanic White as the reference 
group. We report odds ratios (OR) and 95% confidence intervals (CI) 
that reflect the total change in odds of PPCM, and calculated the 
timing of PPCM diagnosis.
Results: Our study included 6,970,681 births and 862 (0.012%) 
PPCM cases. After adjustment, in the NDI regression models, quar-
tile 2 (Q2) through quartile 4 (Q4) had elevated risk for PPCM (Q2: OR 
1.2 (CI 1.0-1.5); Q3: OR 1.7 (CI 1.4-2.1); Q4: OR 1.5 (CI 1.2-1.9)). When 
adjusting for NDI in the race/ethnicity models, the odds of PPCM 
slightly decreased for each race/ethnicity. After adjusting for pre-
pregnancy hypertension in both the NDI and race/ethnicity models, 
the odds of PPCM slightly decreased for quartile 3 and 4 and in NH 
Black births. Most PPCM cases (60.4%) were identified during a post-
partum hospital encounter.
Conclusions: Our results show that neighborhood deprivation 
and pre-pregnancy hypertension partially explain the racial/ethnic 
disparities in PPCM. Future research should examine the impact of 
specific measures of neighborhood deprivation (e.g., access to care, 
employment levels etc.) on the racial/ethnic disparity in outcomes 
such as PPCM.
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Background: Affective processing plays a crucial role in every aspect 
of human psychological functioning, including perception, memory, 
judgment, and mental health. A better understanding of its neural 
mechanisms would provide a conceptual framework for current psy-
chopathological therapies and inspire new applications [1]. Conven-
tional functional magnetic resonance imaging (fMRI) studies use small 
sample sizes (N<30), often yielding inconsistent results. Moreover, 
the existing research often relies on controlled laboratory stimuli and 
has left a gap in our understanding of affective processing in real-life 
contexts. Listening to narratives in the scanner resembles some daily 
activities and is well-suited to study affective processing in an ecolog-
ically-valid way. However, behavioral methods for obtaining affective 
ratings of narratives are time-consuming and costly. To address these 
limitations, the current study harnesses the power of big data by lever-
aging a large fMRI database and the lexical-level affective ratings from 
a psycholinguistic metabase to localize the affective neural network 
during naturalistic narrative listening.
Materials and Methods: We combined seven datasets from the Nar-
rative fMRI data collection [2], for a total of 213 fMRI scans of healthy 
young adults listening to one of ten narratives (8-55 min). The lexical-
level affective ratings from the South Carolina Psycholinguistic Meta-
base (SCOPE) [3] were used as an alternative to traditional subjective 
assessments. We used statistical parametric modeling to identify brain 
regions correlating with these affective ratings. The reliability of this 
method was evaluated on a smaller subset of data (128 scans) asso-
ciated with four narratives for which we have collected phrase-level 
affective ratings in independent behavioral experiments (N = 157).

Results: Brain regions sensitive to valence according to both the 
phrase-level and lexical-level ratings were consistent with the core 
affect neural network [4]. Brain regions identified using phrase-level 
ratings included the amygdala/hippocampus, medial prefrontal cortex 
(mPFC), superior temporal gyrus (STG), anterior temporal lobe (ATL), 
and precuneus. Brain regions identified using the lexical-level ratings 
included mPFC, STG, ATL, and precuneus, which suggested that the 
lexical-level ratings from large corpora provide a reliable measure of 
the human perceived affect during naturalistic narrative listening.
Conclusion: Our findings support the feasibility and reliability of 
replacing human behavioral ratings with lexical ratings from large 
corpora in naturalistic contexts. This approach could greatly enhance 
efficiency in any fields needing affective assessment and support high-
throughput, large-scale brain decoding from wearable sensors (e.g., 
EEG) during daily, out-of-the-lab exposure to speech (e.g., through 
automatic transcription followed by lexical ratings).
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Objective: The study aims to study how the association between 
physical activity (PA) and memory loss changed by age in White, Blacks 
and Hispanics using time-varying effect model (TVEM).
Methods: The study implemented a time-varying logistic regression 
model to study the association between physical activity and memory 
loss, using the subsets of Behavioral Risk Factor Surveillance System 
(BRFSS) from the 2015, 2017, and 2019 cycles for the older adults aged 
45-70 years old. PA is the exposure, classified as “meeting aerobic rec-
ommendations” and “not meeting aerobic recommendations”. The 
outcome is memory loss, dichotomized as “Having memory loss” and 
“Not having memory loss”. The covariates adjusted in the model were 
sex, race, education, number of adults in household, marital status, BMI, 
current smoker, binge drinker, health insurance, fruit and vegetable con-
sumed, overall mental health, overall physical health, history of depres-
sion, and BRFSS cohort.
Statistical analysis: To handle the weighted design in the national 
BRFSS dataset, the “%WeightedTVEM SAS macro v2.6” was used to 
model the population-level surveys with weightings. Each individual in 
the three cycles will contribute to one specific age group. The odds ratio 
was used to describe the association, which indicated the percentage 
change of memory loss corresponding to one-year increase of age. TVEM 
connected the time-varying coefficients using a smooth function. All the 
analysis was stratified by racial groups. For the covariates significantly 
associated with the memory loss, the association was studied in the sub-
groups of covariates.
Results: Overall, PA was associated with an improvement in memory 
loss from 29.09% to 44.87% in white participants 58-64 years old, 
43.00%-74.24% in black participants 49-60 years old, 51.08%-99.90% and 
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38.70%-95.63% of Hispanic participants aged 45-49 years old and 62-70 
years old respectively (Figure 1).
The association differed in the genders of White participants, with a 
50% improvement in memory loss at 46-48 years old for males, and 
a 41.30%-62.06% improvement found in 59-64 years old females. So 
were the Hispanic participants, for who there appeared to be 38.70%-
58.69% improvement of memory loss in males aged 62-69 years old, 
while a higher improvement from 48.67%-75.28% has been witnessed in 
women aged 60-70 years old. The association also varied in healthy BMI 
and overweight or obese. The white participants in healthy BMI had a 
higher improvement of memory loss from 58.17%-70.68% at 61-65 years 
old than an improvement from 41.31%-44.62% for the participants over-
weight or obese at 56-61 years old.
Having more than 7 days of poor physical health was associated with a 
greater improvement in memory loss by 56.16%-63.50% among older 
white individuals at 64-68 years old than 36.92%-48.25% improvement 
in younger individuals at 46-52 years old with less than 7 days of poor 
physical health. Having more than 7 days of poor mental health was 
associated with a 57.22%-61.43% improvement in memory loss in white 
participants aged 47-49 years old, and an improvement at older ages of 
51-57 years old for Hispanic participants.

Fig. 1 (Abstract P28) How did the memory loss change according to 
whether the people aged 45-70 years met aerobic recommendations 
or not in the White, Black, and Hispanic population
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Study Objective: Lesion-symptom mapping (LSM) has been the gold 
standard approach for linking stroke lesions with behavioral deficits. 
LSM can lead to a better understanding of the neural bases of syn-
dromes such as aphasia or neglect, and also provide insights into 
functions of specific brain regions. However, standard lesion symp-
tom mapping analysis assumes that lesions are random and evenly 
distributed across the brain. However, it is known that stroke lesions 
are spatially related to the neurovascular structure, which can result 
in the co-occurrence of lesions in multiple regions. This may make it 
difficult to identify the independent contribution of a specific region, 

when it is commonly lesioned with certain other regions. Such clus-
ters of lesions can lead to confounds in interpretation, and conflicting 
results between studies. This study is aimed at identifying statistically 
co-occurring lesions in a group of stroke survivors using a clustering 
approach.
Methods: Lesion information from magnetic resonance imaging 
(MRI) scans of 249 left hemisphere stroke survivors were provided by 
the Center for the Study of Aphasia Recovery (C-STAR) at the Univer-
sity of South Carolina. Lesions were traced on the anatomical scan 
by a neurologist, and each region from the Johns Hopkins University 
(JHU) atlas was assigned a score to reflect percentage of damage. We 
used regions that were lesioned in at least 10% of the participants 
and excluded the ventricles. Clusters of lesions in these JHU regions 
of interest (ROIs) in the left hemisphere were determined using both 
k-means and hierarchical clustering (Ward linkage) methods.
Results: By inspecting ROI clusters across multiple clustering schemes 
(# clusters = 5, 10, 15, 20), we observed the common patterns of co-
occurring lesions. Lateral and medial temporal lobe areas (MTG, ITG, 
PHG, Hippocampus) were clustered together. Superior and middle 
temporal areas (pSTG, pMTG) were also clustered. Similarly, clusters in 
the frontal lobe (SFG, MFG, PrCG, PoCG), and in occipital and ventral 
temporal lobe (SOG, MOG, IOG, FuG) were observed across multiple 
clustering schemes.
Discussion: The clusters of lesions reflect multiple areas that are func-
tionally relevant to multiple syndromes. For example, the language 
network implicated in aphasia includes frontal, temporal, and inferior 
parietal perisylvian regions. Our results suggest that in LSM analyses, it 
is difficult to distinguish contributions of temporal lobe areas, such as 
MTG, ITG, and PHG, since they tend to be lesioned together. Similarly, 
frontal areas such as IFG and MFG, PrCG also tend to be lesioned simul-
taneously. The controversy surrounding these regions, highly relevant 
to language, may partially result from this co-occurrence pattern. 
The spatial resolution of LSM may be limited by these clustering pat-
terns. We suggest that LSM studies take into account these clustering 
when interpreting their results and report the co-occurrence structure 
within their data.
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Background: Health disparities in the United States, particularly 
among Black, American Indian/Alaska Native (AI/AN), and Hispanic 
populations, pose a significant challenge [1]. These disparities mani-
fest in premature mortality, measured by YPLL (Years of Potential Life 
Lost) [2]. YPLL is a summary measure of premature mortality, consid-
ering the age of death. It serves as a valuable tool for understanding 
and addressing health disparities by providing a more comprehensive 
measure of premature death’s impact compared to simply looking at 
death rates [3].
Methodology: The study used a descriptive, cross-sectional design to 
examine YPLL disparities by race and ethnicity across US states, con-
sidering social determinants of health (SDOH) as key factors. Data on 
YPLL rates and SDOH were obtained from the 2023 County Health 
Rankings [4]. The analysis involved data compilation, descriptive statis-
tics, correlation analysis, regression analysis, and visual representation.
Results
Figure  1 reveals the significant disparities in premature mortality 
across racial and ethnic groups. Black and AI/AN individuals bear the 
highest YPLL rates, followed by Hispanics, while whites exhibit the 
lowest rates.
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The graph underscores the substantial role of SDOH in YPLL dispari-
ties. Individuals facing unemployment, poverty, or limited access to 
healthy food and exercise opportunities experience higher YPLL rates.
Specific examples of health disparities highlighted by the graph 
include:

  •  Black people have an YPLL rate 1.2 times higher than whites, 
partly due to higher chronic disease rates among Black individuals.

  •  AI/AN people have a YPLL rate 1.3 times higher than whites, 
partly due to higher accident and injury rates among AI/AN indi-
viduals.

 •  Hispanic people have an YPLL rate 1.1 times higher than whites.

The YPLL Rates by Race in each state in Figure  2 highlights the sub-
stantial disparities in premature mortality among different racial 
groups in the United States. It illustrates the number of years of life lost 
prematurely due to mortality among individuals under 75 years of age, 
categorized by race and state.
The graph underscores the disproportionate impact of premature 
mortality on Black, AI/AN, and Hispanic populations. Black individuals 
exhibit the highest YPLL rates across most states, followed by AI/AN 
and Hispanic individuals. White individuals generally have the lowest 
YPLL rates.
These disparities stem from various factors, including higher rates of 
chronic diseases among Black individuals, higher accident and injury 
rates among AI/AN individuals, and lower health insurance coverage 
and healthcare access among Hispanic individuals.
Conclusions: This study revealed significant racial disparities in pre-
mature mortality across the U.S., with Black, American Indian/Alaska 
Native, and Hispanic individuals experiencing substantially higher 
rates of years of potential life lost compared to Whites. These inequi-
ties likely stem from the disproportionate impacts of social determi-
nants of health, like poverty and limited healthcare access in minority 
communities. Targeted policy initiatives promoting economic oppor-
tunity, education, culturally competent healthcare, and community 
development in marginalized areas are needed to address the root 
causes driving health disparities.
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